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PREFACE TO THE 
SECOND EDITION

The continuing demand for Language Universal* and Linguistic Typology 
necessitates yet another reprinting. In earlier reprintings, I restricted 
changes to corrections of typographical and other minor errors and 
updating of bibliographical information. However, developments since 
1980 (when I completed the manuscript of the first edition), both spec
ifically in universals and typology and more generally in grammatical 
theory, have rendered a somewhat more substantial reworking of the text 
essential. The main changes are in chapter i, where a now outdated 
comparison of different data bases has been replaced by new material, and 
in chapter n ,  which is substantially new. T he other chapters remain more 
or less the same, though new material has been added to chapter 2; the main 
differences are clarifications of certain parts of the texts and a more 
substantial updating of the bibliography.

I am grateful to those who reviewed the first edition and to all those who 
have given me comments in various ways, not least among them my own 
students at the University of Southern California.

The basic aim of the book remains, as in the first edition, to provide an 
introduction to the study of language universals and typology from an, albeit 
slightly modifiedj Greenbergian perspective. I have resisted the attempt to 
engage in protracted dialogue with proponents o f other approaches or even 
to provide extension commentary on such other approaches, as this would 
be out of place in an introductory text of this kind. I have retained 
essentially the same coverage of topics, though it should be realized that my 
selection of topics to illustrate work on universals and typology is in large 
measure personal.

II is perhaps worth cm plu» si/.ing ihc main features of my outlook on 
language universals and lypolo^v :1!i icprcKcnicii in the body of this book.



PRE FAC E TO T HE S E CO N D E D I T I O N X

The languages o f the world provide us with a rich variety o f data on the basis 
of which we can study the general properties of the human language 
potential. (The richness o f this material should not blind us to its fragility; 
languages are dying out at an alarming rate, a fact which raises suprisingly 
little public concern, even among those who do express alarm at the destruc
tion of other parts o f our environment.) In order to understand the human 
linguistic potential, we must develop methods* descriptions, and analyses 
that are not only sufficiently constrained to say interesting things about those 
properties that are common to all languages but also sufficiently flexible to 
permit insightful characterization of the degree o f variation that we find 
among languages * Comparison of languages should be driven primarily by the 
varied data that languages present to us; while any comparison, or indeed any 
description, requires some degree of abstractness o f representation, reliance 
on overly abstract approaches to linguistic description substantially increases 
the possibility that what will be compared are not languages but linguists' 
conceptions ( or misconceptions) of languages. This does not imply an 
atheoretical stance, though it does imply an attitude that is at least cautious to 
some o f the claims of currently dominant grammatical theories. Linguists 
working on universals and typology from the perspective advocated here are 
obliged to seek explanations for the cross-linguistic generalizations they 
establish; adoption a priori o f a particular explanation (especially a largely 
untestable one such as innateness) serves only to blind the linguist to the 
possibility of alternative explanations. The approach that I present in this 
book is thus part o f an attempt to provide an explanatory account of the nature 
of human language.

Los Angeles, August 1988 Bernard Comrie



PREFACE TO THE 
FIRST EDITION

After a period when the frontiers of linguistic research seemed to be con
cerned primarily with the analysis of English syntax, the last decade has seen 
a remarkable upsurge of interest in problems o f language universals and 
linguistic typology using data from a wide range o f languages. Despite the 
vast amount of work that has been carried out within this framework* there 
has been, to date, no general introductory work that has attempted to syn
thesize the main characteristics o f this approach for the student o f linguistics, 
who has had to turn almost from the very beginning to specialist literature on 
individual topics in article form. This book aims to fill this gap, to provide 
the advanced undergraduate and graduate student with an overview of the 
major current approaches to language universals and typology, with illustra
tions of the successes of this method -  and also warnings about some of the 
dangers.

In a field where so much literature has arisen in a relatively short period* 
this book is necessarily very selective in the range of topics chosen, with 
preference for going into certain topics in depth rather than giving a super
ficial overview of the whole field. I have also restricted coverage, for the most 
part, to recent work on universals and typology, rather than try to give a 
historical account of earlier work in this area, although earlier work is men- 
i ioned, especially to the extent that it has not been subsumed by more recent 
research. Some o f the selectivity necessarily reflects my own biases, towards 
iho.se areas where I have worked myself or where I feel the most exciting 
results have been forthcoming. The book is concerned almost entirely with 
nyntactico-semantic universals, although on occasion phonological univer- 
uah are also used as illustrative material. I believe that critical discussion of 
work in a few areas is more valuable than an unannotated listing, however 
comprehensive, of claims that have been made about universals and ty
pology.



xii P R E F AC B  TO T H E  F I R S T  E D I T I O N

The first two chapters are general in nature, presenting and arguing my 
view that the study of language universals can proceed most fruitfully on the 
basis of consideration of data from a wide range of languages* and em
bedding the study of syntactico-semantic universals within an integrative 
approach to language in which explanations for universals are sought not so 
much within the formal properties of language, but rather by relating formal 
properties of language, at various levels (including syntactic and phono
logical), to the extra-linguistic context within which language functions. 
Later chapters, for the most part, look at individual construction types or 
other syntactic phenomena, such as word order, relative clauses, causative 
constructions, case marking, from the viewpoint of universals and typologi
cal research that uses data from a wide range of languages within an integrat
ive approach. The particular choice of topics is to a large extent arbitrary, 
reflecting my own interests, but if this choice is no better than some others, I 
would argue that it is also no worse.

It is difficult for me to give a comprehensive list of acknowledgements to 
all those who have contributed to the development of this book and the ideas 
contained in it : study of universals and typology necessarily interrelates with 
work on just about every other aspect of language and linguistics, and I must 
with regret refrain from a list of everyone who has influenced my thinking on 
language. The following acknowledgements therefore relate to those, in addi
tion to linguists acknowledged specifically in the notes to the various chap
ters, who have influenced my thinking on universals and typology and who 
have influenced the particular mode of presentation adopted in this book.

My debt to Joseph H . Greenberg ( Stanford University) will be apparent on 
almost every page : it is he, more than any other single linguist, who initiated, 
the present interest in working on language universals on the basis of a wide 
range of languages, and who persisted in advocating this approach even in 
periods when it was far from fashionable. Edward L, Keenan (University of 
California at Los Angeles) helped me to see that interest in a wide range of 
languages is not incompatible with interests in theoretical and formal issues. 
My colleagues in the Department of Linguistics at the University of Southern 
California, sensing early on my conversion to an integrative approach to 
language in context, have provided an environment full of stimuli to the 
development of this interest.

Although at times I am necessarily critical, in this book, of the approach to 
languageuniversalsadopted within mainstream transformational-generative 
grammar, and especially by Noam Chomsky, I cannot and would not want 
to deny my indebtedness to my training within this model and to those who 
trained me in it. Whatever disagreements I have since developed withsomeof 
the tenets of the descriptive model and its ideological underpinnings, it has 
clearly raised syntactic analysis to a level of rigour and insightfulness without
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which this book would not have been possible. Similar remarks apply to the 
model of syntax proposed by relational grammar: although I disagree with 
the emphasis on structure-internal explanations of syntactic generalizations» 
and on many other specific and general issues, this approach to syntax has 
provided me with a vast number of insights into syntactic structure that 
would otherwise probably have escaped me, and it is with genuine, not 
damning, praise that I would acknowledge that, as far as formal models of 
syntax go, relational grammar seems to me to go the furthest.

I have also benefited considerably from discussions with linguists at 
various institutions engaged in research into language universals and ty
pology, to whom I have been able to present parts of my own work and who 
have in turn presented some of their work to me. In particular, I would 
mention the participants in the Linguistic Society of America Linguistic 
Institute at the State University of New York at Oswego (1976), with ty
pology as one of its foci; the Stanford Universals Project; the Universals 
Project (Universalien-Projekt) of the Department of Linguistics of the Uni
versity of Cologne; and the Structural Typology Group of the Leningrad 
Section of the Linguistics Institute of the Academy of Sciences of the USSR.

'The materials contained in this book derive in large part from materials 
tested out on students who attended my courses and seminars on language 
universals and typology. I would therefore like also to thank all the students, 
faculty members, and visitors who attended these courses at the University of 
l .innbridge, the Linguistic Society of America Linguistic Institute at the 
l Triivcrsity of Illinois at Urbana-Champaign (1978), the University of Sou- 
f hern California, and the Australian National University. This book has, in 
mldition, benefited from the comments of anonymous readers for Basil 
IKlfiűkwcll and the University of Chicago Press.

Finally, I wish to express my gratitude to the many fieldworkers and 
nrtti ve-speaker linguists, often working well away from the beaten track and 
m il away from mainstream theoretical linguistics, who have both provided 
h  w with invaluable material for my work and encouraged me in this work by 
» lirii interest in it and the possibility of a constructive dialogue between us. I 
hnpc they realize that my aim has not been to steal a relative clause or a 
« miüiirlve construction from their language, but rather to put into practice 
tnyr belief that the maximum benefit both to general linguistics and to the 
I ImTiption of individual languages will develop from the maximum integra- 
I ion of these two approaches -  the one cannot flourish without the other. Or 
more generally : linguistics is about languages; and languages are spoken by 
prople.

I on Angeles, January 1981 Bernard Comrie



PREFACE TO THE 
SECOND PRINTING

This second priming has given me the opportunity to update bibliographic 
references and to correct some misprints and minor errors of fact (fortunately* 
not affecting the points illustrated)» as well as to improve on some unclear 
formulations. In addition to points made by reviewers, I am grateful for com
ments from Winfried Boeder, Peter Cole, R, M> W. Dixon, Andrew Goodson, 
Kim Jong-mee, Herbert H. Paper, William Rutherford, and Sandra A. 
Thompson.

Los Angeles, October 1982 Bernard Comrie



I

LANGUAGE UNIVERSALS

In this chapter, a number of general issues relating to the study of language 
universals are considered, and a particular approach to language universals 
t esearch is advocated, in contrast to other possibilities. The exemplification 
of general points necessarily refers to individual topics that are discussed in 
I he body of the book. The reader unfamiliar with the background to the 
relevant issues may find several parts of chapter I unclear at first reading; 
auch readers are advised initially to read through chapter i relatively 
■Itiickly, returning to more detailed study of its claims after they have 
familiarized themselves with the body of the book.

1.1 APPROACHES TO LANGUAGE UNIVERSALS

1.1.1 TWO MAJOR APPROACHES

In this section, we will contrast two major methodological approaches to 
lnnguage universals that have been adopted in recent linguisitic work. The 
I wo approaches can be contrasted on a number of parameters, the most 
important of these being the following: the data base for research on 
linitfuage universals (a wide range of languages, or a highly restricted set of 
languages); the degree of abstractness of analysis that is required in order to 
Mute language universals (for instance, in terms of more concrete or more 
ulHiract syntactic analysis); and the kinds of explanations advanced for the 
t xistcncc of language universals. The individual parameters, and others, 
will be taken up again in subsequent sections. Although each of these 
Parameters is logically independent of the others, in fact the two major 
nvrnr approahces each represent ;i coherent clustering of these parameters, 
* >n I he one hand, some linguists luivr urgnecl that in order to carry out
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research on language universals, it is necessary to have data from a wide 
range of languages; linguists advocating this approach have tended to 
concentrate on univerals statable in terms of relatively concrete rather than 
very abstract analyses, and have tended to be open, or at least eclectic, in 
the kinds of explanations that may be advanced for the existence of 
language universals. On the other hand, some linguists have argued that the 
best way to learn about language universals is by the detailed study of a 
small number of languages; such linguists have also advocated stating 
language universals in terms of abstract structures and have tended to 
favour innateness as the explanation for language universals. The first of 
these two approaches is perhaps most closely associated with the work of 
Joseph H. Greenberg and those inspired by his work, and also reflects the 
orientation of the present book. The second is most closely associated with 
the work of Noam Chomsky and those most directly influenced by him, and 
might be regarded as the orthodox generative position.

At first sight, at least with regard to the data base for work on language 
universals, it might seem that Greenberg’s approach is necessarily correct, 
since surely in order to establish that something is universal in language one 
would need to look at a wide range of languages -  if not, indeed* at all 
languages- However, the argumentation is by no means so simple as this, a 
point to which we will return in section 1.1.2. For the remainder of this 
section, we will outline the motivation for adopting Chomsky's approach to 
language universals. Although this argumentation is, as the subsequent dis
cussion will show, vulnerable on a number of points, both conceptual and 
empirical, it does represent a coherent position with regard to language 
universals research which cannot simply be ignored.

A generative description of a language, or more specifically of the syntax 
of a language (although similar arguments could be transferred, say, to a 
generative phonological description), maintains that syntactic representa
tions are highly abstract objects, considerably removed from anything 
observable in the linguistic data. The abstractness of syntactic structures, 
or at least some levels of syntactic representations, characterizes most 
versions of generative grammar, including in particular government and 
binding.

When the existence of such abstract representations is taken into account 
in discussing the way in which children acquire their first language, a 
potential problem arises. If  the best way of characterizing the structure of a 
language involves abstract structures, then it is probably justifiable to 
assume that, in acquiring a language, the child internalizes these abstract 
structures. This implies, in turn, that he must also internalize rules for 
passing from these abstract structures to the more concrete levels of 
analysis. The argument then continues by claiming that there is no way, in
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irrms of our current knowledge of learning abilities, in which the child, 
[UTsonted only with the data of adults using the language around him, 
could induce these abstract principles from these data. Moreover, it is 
argued that the rules needed to pass from abstract to concrete structure are 
subject to a number of highly specific constraints: again, it is not clear how 
these constraints* which arc themselves highly abstract in nature, could be 
induced by the child from the raw data presented to him by adult specch. 
More generally, if rhe child is viewed simply as a tabula rasa, as having no 
predisposition to analysing data in terms of one formal system rather than 
any other one, then it is difficult or impossible to explain how the child does 
in fact come to acquire his first language within a relatively short period of 
lime.

This leamability problem evaporates if one makes the crucial assumption 
underlying orthodox generative work on language univerals. The reason 
why the child acquires his first language so effortlessly is that the crucial 
abstract principles of generative grammar are innate: they are available to 
the child from birth (or, perhaps, are available from a certain period soon 
after birth as part of the maturnational process, but at any rate are 
preprogrammed at birth), so that the child does not have to learn them* but 
can use them in figuring out which particular language, of those permitted 
by the general theory of generative grammar, is being spoken in his speech 
community: although the general theory (and, equivalently, the set of 
innate abstract principles internal to the child) allows an infinite number of 
possible languages, the types of languages are greatly restricted to those 
permitted by the constraints imposed by the theory.

Given the simple observation that children learn their first language so 
readily, one might wonder whether an even stronger claim could not be 
made, namely that the language as a whole is innate. This would assume that 
a child bom into a given speech community is already preprogrammed with 
knowledge of the language of the speech community, presumably having 
inherited it from his parents. However, further observation soon shows that 
this scenario, though clearly simplifying the learnability problem, cannot be 
correct. It would imply that a child could only team, or at least would much 
more readily learn, the language of his parents, irrespective of the language of 
the surrounding community. Now, it is known from observation that chil
dren acquire, with approximately equal facility, the language of whatever 
speech community they happen to grow up in, quite irrespective of the 
language of their parents or their more remote ancestors; this can be seen 
most clearly in the case of children who are brought up by speakers of a 
language different from that of their natural parents. Thus it cannot be the 
case that the language as a whole is innate -  note that this was established on 
the basis of empirical observation, rather than by speculation. At best certain
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principles common to all human languages would be innate, which would 
thus facilitate the child’s task in acquiring whichever language he happens to 
be exposed to, with no preference for one language over any other. This now 
brings in the last link in this argument : since the abstract principles claimed 
to be innate are the same for all children, irrespective of ethnic background, 
they must be neutral with respect to differences among languages, i.e. they 
must be universal. One can thus establish an equation between language 
universals and innate ideas: language universals would be those innate 
lingui&tic principles which facilitate the child’s language-learning task.

ín fact, the position is slightly more complex than this when one looks at 
the way in which mainstream generative grammar has developed over the 
last decade. In addition to innate principles that are common to all 
languages, generative grammarians argue that there is also an innate set of 
parameters. Each parameter has a number of possible settings, and lan
guages can differ in the setting of a particular parameter; we return to this 
in section 2.4. The possibility of different languages having different 
parameter settings, so-called parametric variation, would then account for 
the systematic typological variation among languages. It is, of course, an 
empirical question how much typological variation there is among lan
guages, and generative grammar typically follows the line that such 
variation is likely to be highly restricted. Although it is, within this 
approach, necessary to examine a typologically diverse set of languages in 
order to uncover the innate principles of parametric variation, the approach 
still highly favours the detailed abstract study of a small number of 
languages rather than, as advocated by those who follow the Greenbergian 
paradigm, the study of a broader range of languages as a prerequisite to 
gaining an understanding of cross-linguistic typological variation.

Once one makes this equation, it is but a short step to justifying the 
methodology of language universals research adopted by Chomsky. Since 
the universals in which one is interested are abstract principles, there is no 
way in which the analysis of concrete data from a wide range of languages 
would provide any relevant information. Rather, one should investigate 
relations between abstract and more concrete levels of representation, in 
order to factor out the abstract principles which constrain language 
structure (and which are, thus, language universals or, equivalently, innate 
ideas). In terms of the weighting of breadth as against depth of coverage of 
languages, the position outlined in this section clearly favours concentrat
ing on depth, with preference for the detailed abstract study of a small 
number of languages rather than casting the net more widely but with less 
depth. From this come the general methodological tenets outlined at the 
beginning of the section: the most profitable way to study language 
universals is to study a small number of languages in depth, in terms of an
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sihütmci. analysis of those languages -  the universals themselves are then of 
un íihstract nature (abstract constraints on a system involving abstract 
levels of representation); since language universals are equated with innate 
ideas, tile latter provide an obvious explanation for the former, and the only 
way in which one might need to extend the consideration of explanatory 
piincipks would be to ask whether there is in turn an explanation for the 
innate ideas.

In sections i . i .2-3, we will consider practical reasons why this research 
strategy for language universals, despite its internal coherence, suffers from a 
number of serious defects, leading to its rejection in the present book. To 
conclude this section, however, we will examine some more general weak
nesses of the argumentation leading to the research paradigm. These weak
nesses stem mainly from the fact that the argumentation is almost entirely 
aphoristic, with virtually no appeal to actual data supporting the position 
being argued for : indeed the only direct appeal to facts* namely that children 
learn any language with comparable facility, served only to establish a non- 
universal (the specific language as a whole cannot be innate). Of course, in 
any science it is necessary to establish hypotheses which may, in the initial 
stages, be largely aphoristic, but it is important then to test out these hypoth
eses, to see to what extent they^do fit with the data range to be explained. The 
real problem with the kind of aprioristic argumentation summarized in this 
section is that it is not, given present techniques, subject to any kind of 
empirical test, i.e. is not potentially disconfirmable. More specifically, the 
claims about what is inherently easy or difficult to learn are not based on any 
actual research on ease of leamability, so that again one must simply take on 
trust that some things are easily learned and others less so, others perhaps 
being impossible to learn. Finally, as will be shown in more detail in section 
1.1.3, any argument based on an abstract analysis is no stronger than is that 
abstract analysis itself, and given the wide range of competing abstract analy
ses of, say English syntax, one must again simply take on trust that one 
analysis, rather than another, is the psychologically real analysis (or> at least, 
the best that we can, in our present state of knowledge, advance as the 
psychologically correct analysis). Generalizing these remarks, the research 
paradigm outlined in this section is characterized by a number of question
able assumptions that are crucial to the argumentation, these assumptions 
being for the most part untestable, at least at present, so that acceptance of 
the paradigm becomes simply a matter of faith.

1 .1-2 THE DATA BASE

In this section, we will establish some more practical reasons why the study 
of language universals must operate with data from a wide range of
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languages, then look at some of the implications of this for the practice of 
research on language universals. A priori, there seems to be no reason to 
assume either that language universals research should require a wide range 
of languages or that it should not, and one can easily come up with 
analogies from other investigations for either of these two positions. For 
instance, if one wanted to study the chemical properties of iron, then 
presumably one would concentrate on analysing a single sample of iron, 
rather than on analysing vast numbers of pieces of iron, still less attempting 
to obtain a representative sample of the world’s iron. This simply reflects 
our knowledge (based, presumably, on experience) that all instances of a 
given substance are homogeneous with respect to their chemical properties. 
On the other hand, if one wanted to study human behaviour under stress, 
then presumably one would not concentrate on analysing the behaviour of 
just a single individual, since we know from experience that different 
people behave differently under similar conditions of stress, i.e. if one 
wanted to make generalizations about over-all tendencies in human beha
viour under stress it would be necessary to work with a representative 
sample of individuals (even if the study were restricted to a single society, 
let alone if one envisaged a cross-cultural study).

Since one of the things we want to find out in work on language universals 
is the range of variation found across languages and the limits placed on this 
variation, it would be a serious methodological error to build into our re
search programme aphoristic assumptions about the range of variation. 
Moreover, as we shall see in the following paragraphs, there is evidence from 
fairly basic research on language universals that, in certain crucial cases that 
have arisen in work to date, data from a wide range of languages were in fact 
necessary to have a reasonable chance of validating a given language 
universal.

First, there are certain language universals that simply cannot be predica
ted of an individual language. In particular, implicational universals are of 
this kind. We shall look at implicational universals in more detail in section 
1.2.2, for the moment it suffices to note that an implicational universal always 
involves at least two linguistic properties, which we may symbolize as p and 
q> related to one another as an implication (condition), i.e. ‘ if />, then q \  As a 
simple example, we may take the following actual example: if a language 
has distinct reflexive pronouns (i.e. distinct from non-reflexive pronouns) 
in the first or second person, then it has distinct reflexive pronouns in the 
third person. In this example, the property p is ‘having distinct first or 
second person reflexive pronouns1 and g is ‘having distinct third person 
reflexives’. The combination of these two properties can be seen, for 
instance, in English, which has I  hit myself and he hit himself. Note, 
however, that English does not provide evidence for stating the universal as
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iin implication: indeed, if wc were only investigating English, we might be 
Hol 10 concludc that a language must have distinct reflexive pronouns in all 
IjX'rsons. Investigation of other languages, however* soon shows this gener- 
III i/iui<m to be untrue. French, for instance, has distinct reflexive pronouns 
in Hk* third person but not in the first or second person, as inje  me frappai 
(Vf. il me frappa ‘he hit me’) but il se frappa (cf. je le frappai ‘I hit him’). 
An^lo-Saxon has no distinct reflexive pronouns in any person, as in ic slog 
me (cf. he slog me) and he slog hine, which latter can mean either ‘he hit him' 
(iwo different people involved) or £he hit himself’. The fourth logical 
possibility -  a language having distinct reflexive pronouns in the first or 
si'Cimd person but not in the third person -  is excluded by the implicational 
universal.

If wc were to base our study on any single language, then we would be 
led to make a statement stronger than the implicational universal, as we 
mued above with respect to the English data. Only consideration of data 
from a range of languages enables us to see that of the four logical 
possibilities -  (a) distinct reflexive pronouns in first/second person and in 
third person, (b) distinct reflexive pronouns in first/second person but not 
in third person, (c) distinct reflexive pronouns in third person but not in 
first/second person, (d) distinct reflexive pronouns in neither first/second 
nor third person -  one, namely (b), is systematically absent.

Of course, each individual language must be consistent with an implica- 
tional universal, otherwise it would be a counterexample, but no individual 
language provides the kind of evidence that would be needed to justify 
positing an implicational universal. (The only exception to this would be 
where a given individual language has more than one construction in a 
tfiven area, in which case it might be possible to establish an implication on 
ihc basis of data from the two constructions within the same language; this 
possibility is illustrated in chapter 7, for relative clauses.)

In addition to such examples where data from a range of languages is 
itbsolutely necessary, even aprioristically, in the establishment of language 
universals, there are other examples where failure to consider a range of 
languages has led to the positing of putative language universals which 
rhen crumble as soon as one is presented with data from other languages. 
As illustration, we shall take one example from X-theory, part of the 
extended standard theory of generative grammar. Here, it is argued that, if 
we treat X as a cover symbol for various kinds of phrase (e.g. noun phrases* 
verb phrases, adjective phrases), then there is a general (i.e. language- 
independent) expansion rule X-+Spec* X, i.e. that a phrase X (a phrase 
whose head constituent is X, so that noun phrase would be symbolized R) 
consists of the immediate constituents Specifier-of-X and X. In terms of 
actual phrase types, if X is noun, then Spec* would be, for instance, an
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article (determiner); if X  is verb* then Spec* would be an auxiliary. The 
language-independent schema given above for the expansion of X says 
nothing about the relative order of Spec* and X , this being left as a 
parameter on which individual languages may vary, However, the schema 
does make claims about the relative order o f Spec* and X across phrase 
types within a given language. Interpreted as an absolute* exceptionless 
universal (see section 1.2.3)» it claims that in a given language* for all phrase 
types either the Specifier precedes or it follows* i.e. either determiners 
precede nouns and auxiliaries precede verbs* or determiners follow nouns 
and auxiliaries follow verbs. Interpreted as a tendency, it says that 
languages would tend to adhere to this generalization* although it would 
always be open to an individual language to violate the universal.

This universal was originally proposed on the basis o f English data, and 
in English it is indeed the case that determiners precede their noun (as in 
the book) and that auxiliaries precede their verb (as in must go). There are 
clear counterexamples to the principle as an absolute universal: for in
stance, in Malay determiners follow their noun (e.g. surat itu * that letter ’> 
literally ‘ letter that’), while auxiliaries precede their verb (e.g. sedang 
membaca ‘ is reading’ , akan membaca ‘ will read’). In fact* in current work 
within the extended standard theory* it is usually stated* or at least allowed 
as a possibility* that the schema may be a tendency, rather than an absolute 
universal. However, even this claim turns out to be invalid as an attempt to 
characterize variation across languages. The number o f languages in which 
determiners follow nouns and auxiliaries follow verbs is small* while there 
are many languages -  including most languages of the widespread canoni
cal SO V  type (see chapter 4) -  that have determiners preceding the noun 
but auxiliaries following the verb* as in Japanese kono hon ‘ this book’ , 
aisite iru * loves \  literally ‘ loving is \ In other words* in terms of the actual 
distribution of word order types along these two parameters (determiner 
relative to noun* auxiliary relative to main verb), the schema makes incor
rect claims* even as a statement of a tendency.

Note that the weakness of the one-language approach to language uni
v ersa l illustrated here is not simply that a given putative universal turns 
out to be wrong. This is almost inevitably going to be the case whatever 
data base one adopts for research on language universals* since certain 
attested language types are simply very rare* and might very well not be 
included even within a comprehensive sample o f the world’s languages : for 
instance, click consonants as regular phonemes are restricted to Khoisan 
and neighbouring Bantu languages in southern Africa ; very few languages* 
perhaps restricted to the Amazon basin, have object -  verb -  subject 
(OVS) as their basic word order. The point is rather that, once the putative 
universal concerning the order o f Spec* and X was formulated it was
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nrn’MSíiry to establish, say by looking even at a few other languages with 
I JiJInvnt word order possibilities, whether or not their generalization stood 
■éi »me chance of being a valid cross-language generalization.

From the theoretical and practical deficiencies of trying to work on 
littiKuagc universals on the basis of a single language, one might think that 
I lu- ideal would be to base the study of language universals on simulta- 
nnuiK investigation o f all languages of the world. However, there are two 
very obvious reasons why this is impossible. First, we know that many 
Iuneiniges have become extinct without ever having been recorded* or 
without being recorded in sufficient detail to be o f value to our enterprise, 
In uddition to which, given language change, many new languages will 
iuíkc in the future; clearly, these two sets of languages are unavailable to 
s 1 *i, und therefore a large number of actual human languages (defined as 
luiiKUHgcs that were, are, or will be spoken) are not amenable to investi- 
Hiition. Secondly, the estimated number of languages spoken in the world 
liuluy is so large that, if we were to await investigation of each language 
I »ríore embarking on research on universals, we would probably never 
rvru initiate our main task. Although estimates o f the number of different 
lauKuages vary considerably, they tend to cluster around the 4,000 mark.

In practical terms, then, the problem with which we are faced is es
tablishing a representative sample o f human languages in order to be able 
hi carry out work on language universals that is both manageable in practi- 
rul terms and likely to be free of bias from concentrating unduly on a single 
language or group of languages. T he population from which we draw our 
wtmple is limited to the languages actually spoken today, plus some of the
I »etter documented extinct languages (though, given the absence of native 
speakers, certain questions concerning a dead language will necessarily go 
unanswered). Behind this statement, there are two assumptions that are 
ncccssary to such work on language universals, but which should not go 
unstated. One is that, at least within a time-span o f several thousand years 
in either direction from the present, there has been no significant sense in 
which human language has evolved, i.e. no sense in which human language 
us a whole today is different in essence from that o f ten thousand years ago; 
more specifically, it assumes that all human languages spoken today rep
resent the same level of evolution. The more specific assumption seems 
reasonable, given that no structural features of language have been found 
that can unequivocally be correlated with more or less civilized social 
Mtructure (however the latter is defined). The more general assumption is, 
however, beyond the possibility o f empirical confirmation or dis- 
eonfirmation, but lies at the basis of all work, of whatever orientation, that 
treats human language as a homogeneous phenomenon.

The second assumption is that the range o f human languages spoken in
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the world today is sufficiently large and varied to include examples o f 
virtually all the kinds of structure that are possible in human language, 
This second assumption is much more questionable than the first, es
pecially since we know that in certain respects the languages of the world 
are decidedly skewed in favour of certain structures and against others: 
thus, click consonants are restricted to a small part o f southern Africa, 
languages with object-initial word order seem restricted to one part of 
South America, whereas languages with verb-final word order can be 
found in every continent. What, then, if this assumption should turn out to 
be false? In this eventuality, research on language universals will simply be 
impossible, and in practice researchers working within the same paradigm 
of language-universals research as is presented in this book simply make 
the assumption that the range o f attested languages is sufficiently wide. In 
practice, significant results have been achieved by making this assumption. 
Moreover, although there is skewing on certain parameters, there are other 
parameters (for instance in the syntax of relative clauses; see chapter 7) 
where representatives of different types are found scattered across the 
world, so that in certain areas, at least, we can be reasonably sure that the 
totality of the world’s languages does represent a reasonable population 
from which to draw our sample -  it is not just the case that this is the only 
population we have.

Assuming that we have a reasonable population, the next problem is to 
decide on what kind of sample we are going to use from this population, 
given the impracticality of attempting to work with all the world’s 
languages. Here, there are certain biases that must be avoided in es
tablishing the sample, although not all work on language universals has 
necessarily done so. First, it is essential that the languages chosen in the 
sample must be from a range o f genetic language families. Since members 
of a single language family, by definition, have certain traits in common 
because they have inherited them from their ancestor language* restriction 
o f the sample to a single language family would not enable us to distinguish 
between common properties that are genuine language universals and 
those that are chance properties of the given genetic group. Likewise, 
biasing the sample in favour o f one language family would give the im
pression that accidental structural properties common to that language 
family are in fact more widespread than they are. With respect to guarding 
against genetic bias, there is a specific proposal in the literature, devised by 
Alan Bell, which we shatt outline briefly.

Bell argues that, in establishing a sample o f languages, one should 
ensure that each 4 group 9 o f languages should be given equal represen
tation, where a group is defined as a genetically related set of languages 
separated from their common ancestor by a time-depth of 3>500 years. On
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this criterion, for instance, the Indo-European family would consist of 12 
groups. Bell gives the following as the number o f groups in the language 
stocks of the world :

Dravidian x
Eurasia tic 13
Indo-European 12
Nilo-Saharan 18 
Niger-Kordofanian 44
Afroasiatic 23
Khoisan 5
Amerind 150 (estimate)

Na-Dene 
Austric 
Indo-Pacific 
Australian 
Sino-Tibetan 
Ibero-Caucasian 
Ket
Burushaski

55 (approximate) 
100 (estimate)
27 (approximate) 
20 (approximate) 

4
I
I

(Many o f the stocks are dubious as established genetic units -  for instance, 
Amerind, which groups together virtually all the native languages o f the 
Americas, or Indo-Pacific, which groups together all the non-Austronesian 
languages o f N ew Guinea -  but in terms o f the ratio of languages from 
different stocks, whether or not individual stocks are considered to be es
tablished genetic units, this table does provide a reasonable working hypo
thesis.) The total number of groups is 478, so that in a sample of 478 langu
ages each stock should be represented by one language from each group. In 
practice, any sample will almost certainly be smaller, to achieve a reasonable 
practical compromise between depth and breadth of coverage, although the 
ratios will o f course be the same. W ith a smaller sample, one disadvantage is 
r hat stocks with only one or a few groups tend automatically to be excluded. 
In terms o f work to date on language universals, it is clear that the samples 
used involve many 9kewings, which, while not unexpected, does seriously call 
into question whether or not their results are representative of human 
language as a whole. Thus Indo-European languages are grossly over
represented, for obvious social reasons : speakers o f these languages are more 
readily available, and grammars o f these languages are more readily avail
able. A t the other extreme, languages of New Guinea, which ought to make 
up about 20 per cent o f a representative sample, are usually completely 
missing, as are Amazonian languages: speakers o f the relevant languages 
iue rarely available outside New Guinea or South America, and there are 
few detailed grammars of any of these languages. Until good descriptions of
11 wider range of languages are available to linguists working on language 
universals, this skewing is likely to remain in their samples, even where the 
existence of the skewing and of its disadvantages are recognized.

In addition to guarding against genetic bias, it is also necessary to guard 
»gainst areal bias, i.e. against selecting an unrepresentatively large number of 
languages, even if from different genetic groups, from the same geographical
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area. This is because* as discussed in more detail in section 10.2, languages 
spoken in the same geographical area tend over time to influence one another 
and come, through borrowing or shared innovation, to have features in 
common that are not necessarily language universals, or even particularly 
frequent cross-linguistically. A  good example would be the diffusion of click 
consonants from the Khoisan languages into neighbouring Bantu languages. 
Therefore, in addition to ensuring that the languages in a sample are rep
resentative genetically> they must also be representative areally. It has 
recently been suggested that, given the extent to which languages have 
influenced one another by contact* it may actually be impossible to meet the 
constraint against areal bias fully, since any sample that is large enough to 
be genetically representative wilt necessarily also include languages that 
have been in areal contact with one another. But at least in establishing a 
sample free of genetic bias, one should also choose the individual languages 
so that, as far as possible, no two languages are picked that are known to 
have been in close areal contact.

In addition to these two obvious biases that should be guarded against, 
and against which it is relatively easy to guard (at least in theory, i.e. not 
taking into account practical problems of availability o f language material), 
in an ideal sample one would also want to guard against biases in favour of 
or to the detriment o f classes of languages defined by major typological 
features. For instance, it would be quite possible to come up with a sample of 
languages that would be representative genetically and areally, but where all 
the languages, or at least an overwhelming majority, would have the basic 
order subject -  object -  verb, this being the most frequent basic word order 
in the world’s languages. In particular, where it is known, hypothesized, or 
suspected that a given typological variable may correlate with the phenome
non under investigation, care should be taken to guard against such typo
logical bias.

In sum, then, to carry out detailed work on language universals one needs 
a representative sample of languages* representativeness being defined in 
particular as absence of genetic, areal, or typological bias.

1 . 1 .3 DEGREES OP ABSTRACTNESS

In section 1. r . i, we noted that one o f the differences between the two main 
approaches current in research on language universals concerns the degree 
of abstractness that is involved in stating language universals. Within 
Chomsky's approach, language universals are primarily constraints on the 
relation between abstract structures and more concrete structures, i .e. necess
arily involve a considerable degree o f abstractness. In Greenberg^ approach, 
on the other hand, universals are stated primarily in terms o f more concrete
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Irvcls o f analysis. In this section* wc shall illustrate these differences in some- 
wJwt more detail, concentrating in particular on the following two questions. 
I hr first is whether there is any validity to surface structure universals, i.e. to 

mil versais that require only a minimum of abstract analysis. The second will 
Ik* die empirical status of universals that require reference to very abstract 
umilyses. Throughout the discussion, it is important to bear in mind that we 
•it r not dealing with a strict dichotomy between abstract statements on the 
our hand and concrete statements on the other, but rather that there is a 
I imrinuum between the two. Thus, many o f the specific universals that have 
l irrn proposed by Greenberg and those influenced by him require some
< U'Krec of abstractness. Greenberg’s original contribution on word order ty
pology, by referring to such parameters as the relative order of subject, verb, 
m id object in the clause, assumes that it is possible to identify the subject of 
mi arbitrary clause in an arbitrary language. However, identification of a 
Kubject requires a certain amount o f abstract analysis (there is no physical 
property that is common and unique to subjects across all sentences o f all 
languages), and indeed, as we shall see in chapter 5, there is considerable 
■ nntroversy surrounding the identification of subject in many sentence types 
in many languages, and even concerning the validity o f the notion subject at 
nil. But it does still remain'true that a statement about the nature of 
Mirface-structure subjects is less abstract than one about underlying 
wihjects.

The answer to the first question posed above, namely whether or not there 
me any valid concrete universals, is in a sense given illustratively by the 
tUncussion of the body o f this book, concerned as it is with a range o f recent 
proposals concerning surface structure universals. M oreover, in discussing 
not only proposals for actual language universals but also suggested expla
nations for language universals in these later chapters, it should become clear 
that concrete universals can not only be established with a degree o f rigour 
that is not possible with more abstract formulation, but that such universals 
con then be integrated into a much broader perspective on human language 
than is possible with purely formally stated universals, irrespective o f the 
degree of abstractness required in their formulation.

In the present section, we shall concentrate, therefore, on the second of the 
two questions posed above, the empirical validity o f abstract universals, the 
crucial point here being that an abstract universal is no stronger than (and 
may even be weaker than) the analysis on which it is based, i.e. if a given 
abstract analysis is controversial then so too will be any universal that builds 
on it. Rather than giving a general discussion o f the pros and cons here, we 
nhall examine a specific example that has arisen in recent work in relational 
grammar, an offshoot o f transformational grammar which, while rejecting 
some of the tenets o f transformational grammar, does share with it a predi
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lection for stating universals in terms of abstract structures. A  number of the 
world’s languages have a so-called impersonal passive construction, in which, 
in surface structure* the verb has no overt subject, the agent being expressed, 
if at all, as an agentive phrase ; however, the objects of the verb, including the 
direct object o f a transitive verb, remain just as in the ordinary active sen
tence. This can be contrasted with the English-type (personal) passive, where 
there is an overt subject, corresponding to the direct object o f the active 
sentence. We may illustrate the impersonal passive by some examples from 
Welsh:

Lladdoddy ddraig y  dyn. (i)
killed the dragon the man 
‘ The dragon killed the man.*

Lladdwyd y dyn gan y ddraig. (2)
killed-PASSiVE the man by the d ra g o n  
4 The m a n  was killed by the d ra g o n .4

In stating the relationship between the active and passive sentences, a 
straightforward, superficial statement would be to say that the subject of the 
active corresponds to the agentive phrase o f the passive, with the result that 
the passive has no overt subject. However, this violates two putative univer
s a l  of relational grammar. According to the Motivated Chômage Law, it 
should be impossible for the subject of the active to be demoted to an 
agentive phrase unless some other noun phrase is advanced to subject posi
tion (i.e. the demotion of the subject is contingent upon the advancement o f 
some other noun phrase into that position). T he Final 1 Law  says that a 
clause invariably has a final subject, i.e. a subject at the end of the operation 
of all cyclic rules. Sentence (2) clearly lacks a surface subject, and this is not at 
issue. In order to maintain the validity of these putative universals, it is 
necessary to assume, within relational grammar, that some noun phrase (a 
dummy noun phrase, whose origin is not at issue here) is inserted into subject 
position (more accurately: inserted into direct object position then 
advanced to subject) in the impersonal passive construction, thereby 
causing th e  demotion of th e  original subject; the dummy subject does not 
show in surface structure, or at least has no phonological realization.

We must now consider whether or not this putative universal involves any 
empirical claim. On the basis o f the data and discussion given here, there is 
no empirical claim involved. I f  this analysis is available for impersonal 
passive constructions3 then it is clearly impossible to construct a set o f data 
that would be a counterexample to the Motivated Chômage Law and/or the 
Final 1 Law , since proponents o f these laws would simply say that at an
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Inirrmediate level o f abstractness the sentence in question does indeed 
have a subject, only this subject is never realized overtly. Note that we 
I. mmot say that the analysis proposed within relational grammar is wrong, 
hi the sense that there are counterexamples to it; rather, this analysis 
milkers no empirical claim, so that it is impossible to construct even a 
potential counterexample to the hypothesis.

Tn the present work, it will be maintained that the only language univer- 
tiiilK that are of empirical interest are those to which potential counterexam
p le  can be constructed. Putative universals which simply test the ability o f 
Unguist? to come up with abstract analyses that are consistent with any
• oiiccivable set of data may tell us something about linguists» but they do 
not tell us anything about language.

1.2 C LA SSIFICA TIO N  OF LANGUAGE UNIVERSALS

1,2.1  FORM AL AND SUBSTANTIVE UNIVERSALS

I n the generative literature on language universals, one distinction that has 
played a major role is that between formal and substanuve universals. 
Although this distinction will play a smaller role in the present book, some 
iliscussion o f the distinction will be necessary, if only to place the present 
work in its broader context.

Substantive universals are those categories, taken in a wide sense, that 
are posited as language universals. In syntax, for instance, they might 
include such categories as verb, noun, noun phrase, subject, direct object, 
inain verb. In phonology, a clear example would be the distinctive features 
of Jakobsonian phonology. Although substantive universals delimit the 
tIhss of possible human languages relative to the class of logically possible 
languages, they can do so in two ways. On the one hand, a substantive 
universal may be a category that must be present in each individual human 
language (in phonology, vowel would be a good candidate). On the other 
hand, the set of substantive universals in a given area might represent a set 
from which individual languages select a subset, i.e. they would define the 
cotal range available to natural languages, items from outside this range 
being defined as impossibilities. This second possibility is again well rep
resented by the Jakobsonian theory o f distinctive features, which claims 
that the phonological system of any arbitrary language will make use o f no 
distinctive feature not contained in the list, although it is not necessary that 
any individual language should make use of the whole set (thus English 
does not make distinctive use o f the feature Checked). Another way of 
characterizing the difference between the two types would be as follows :
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the first distinguishes what is necessary in a language from what is un
necessary, the latter distinguishes what is possible from what is impossible. 
In combination, they distinguish necessary characteristics o f human 
languages, possible characteristics, and impossible characteristics.

Formal universals are rather statements on the form of rules of gram
mar. Again, it would be necessary here to distinguish among necessary, 
possible, and impossible properties o f rules of grammar in human 
language. As an example, we may take the claim that no language can have 
a formal rule that operates by giving a left-right inversion o f a string of 
arbitrary length. In slightly more concrete terms, this says* for instance, 
that no language could form questions by simply inverting the word order5 
so that the question corresponding to this is the house that Jack built would 
be built Jack that house the is this? This particular formal universal seems 
to stand the test o f verification in a wide range of languages; it is a special 
case of a more general formal universal proposed within transformational- 
generative grammar, namely that transformations are structure-dependent 
operations, to which we return in section i .2.3.

Throughout most of the development of generative grammar, it has been 
held that the constraints delimiting the class of possible rules are formal 
universals, and indeed most of the work on universals within this approach 
to syntax has been concerned with just such formal constraints. However, 
there have also been suggestions that at least part o f the problem of 
delimiting the set o f rules might be in terms of substantive universals, such 
that there would be a certain set of rules, subject to variation in deta.il in 
individual languages, from which the individual language would select, at 
least in order to build up its core syntactic processes. One candidate for 
such a rule would be passive (personal passive), characterized as a process 
whereby the original subject is deleted or demoted to an agentive phrase 
while the original object is advanced to subject position; beyond this core, 
individual languages would vary, for instance, as to whether or how they 
mark the voicc change on the verb or the noun phrases. Thus English uses 
the auxiliary be with the past participlc to mark the voice change on the 
verb, and the preposition by to mark the agentive phrase in the passive, as 
in the man was hit by the woman, whereas Latin would use a different ending 
on the main verb, in addition to changes in the case o f the noun phrases, 
e.g. active mulier (NOMINATIVE) hominem (a c c u sa t iv e ) videt ‘the woman 
sees the man\ passive homo (n o m i n a t i v e ) à muliere (preposition + a b l a 
t i v e ) vidêîur ‘the man is seen by the woman". In the present work, the 
existence of such substantive universals plays a significant role, as can be 
seen from the treatment of such topics as the cross-language comparison of 
relative clause constructions (chaptcr 7).
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I : . 2  IM P L IC A T IO N A L  ANI> N O N -I M PLIC A T IO N  AL 
UNIVERSALS

l or certain properties o f language, it seems that we can state whether or 
nut they are found in natural language without reference to any other 
properties of the given language. For instance, the statement that all 
Iwnguages have oral vowels makes absolutely no reference to any other 
linns that must or must not be present» Such universals are non- 
Implicational. Many other statements about language universals* however,
I rHitte the presence of one property to the presence o f some other property, 
i r, state that a given property must, or can only, be present if  some other 
pioperty is also present. In section 1.1.2, an example o f an implicational 
universal was introduced: if a language has first/second reflexives, then it
II as third person reflexives. As illustrative material, wc shall discuss this 
rxample more thoroughly. Tw o properties are involved: the presence or 
tijisaice of first/second person reflexives, and the presence or absence of 
third person reflexives. Let us symbolize presence of first/second person
I r(U'xives as p (whence absence of first/second person reflexives is not-p)> 
iiiid the presence of third person reflexives as q (whence absence of third 
person reflexives is not-q). The universal can now be symbolized: if p, then 
</. Logically, there are four possibilities for combining these various 
parameters:

(a) p and q

(b) p and not-q

(c) not-p and q

(d) not-p and not-q

The implicational statement is to be interpreted (by definition) rigidly in 
itrms of the interpretation o f material implication in standard propositional 
I'ulculus, which means that if  the implicational statement ‘ if p, then q ’ is true, 
I hen the possibilities (a), (c), and (d) above are allowed, whereas logical possi
bility (b) is disallowed. In section 1.1.2, we demonstrated that this is indeed 
I lie case with our particular example: there are languages like English with 
Iwih first/second person reflexives and third person reflexives (type (a)); 
there are languages like French with no first/second person reflexives but 
widi third person reflexives (type (c))j there are languages like Anglo- 
Saxon with no first/sccond person reflexives and no third person reflexives 
dype (d)); but type (b) -  first/second person reflexives but no third person 
reflexives -  is not attested. In formulating implicational universals, it is 
important that the rigid interpretation of material implication be followed,
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and in particular to note that a given implicational universal always allows 
three o f the logical possibilities while disallowing one; only attestation of 
the disallowed fourth logical possibility counts as a counterexample to an 
implicational universal.

Although it is important always to keep in mind the logical definition of 
implication, in order to avoid making pointless language universal state
ments there is one other factor that should be borne in mind, namely that in 
order for an implicational universal to be a reasonable claim to make, each of 
the three permitted possibilities should in fact be represented. As an example 
o f a universal that falls foul of this requirement, we may note the following : if  
a language has nasalized vowels, then it also has oral vowels. In a sense, the 
universal is true* and certainly there are no counterexamples, i.e. no 
languages which have nasalized vowels (p) but lack oral vowels (not-q). H ow
ever, of the three permitted possibilities, only two are in fact attested: 
languages with both nasalized and oral vowels (p and q), and languages with 
oral vowels but no nasalized vowels (not-p and q) ; there are no languages 
with no vowels at all (not-p and not-q). In a situation like this, where one of 
the classes has no representatives, one can in fact make a stronger claim, in 
this case the non~implicational universal : all languages have oral vowels. 
This, togéther with the statement that nasalized vowels are possible, renders 
the original implicational universal superfluous.

In addition, the most significant kind o f implicational universal are those 
where there is a reasonably large number o f languages within each o f the 
three permitted classes. An obvious example of an implicational universal 
that fails to meet this criterion of significance would be the following: if  a 
language is English, then the word for the canine quadruped is dog. Case (a) is 
represented by one and only one language, namely English; case (b)> the 
excluded logical possibility, is indeed not represented, i.e. there are no coun
terexamples ; case (c), i.e. a language which is not English but has the word 
dog in this meaning, has at least one member, the Australian language M ba- 
baram; case (d), i.e. languages which are not English and which have a 
different word for the canine quadruped, comprise probably all the other 
languages o f the world. As illustration, an obviously stupid example was 
chosen here simply to illustrate the general point -  presumably no-one 
would seriously have proposed this as a significant language universal ; but it 
is important to guard against introducing the same deficiency in more covert 
form. For instance, if a given property or set o f properties is only found in a 
single language in the sample, then any implicational statement that includes 
this property or set o f properties as p may in fact merely be stating a property 
that is peculiar to that one language. In the present state o f our knowledge of 
object'initial languages, for instance, with only one such language described 
in detail (the Carib language Hixkaryana), it would be premature to attempt 
to correlate its object-initial word order as p with any other properties as q.
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I.2.3 ABSOLUTE UNIVERSALS AND TEN D EN CIES

Another parameter along which universals can be classified is that dis
tinguishing absolute universals, i.e. those that are exceptionless, and those 
that exist as tendencies, but do still have exceptions. This distinction is 
independent o f that between implicational and non-implicational universals, 
giving over ai! a fourfold classification. There are absolute non-implicational 
universals, such as: all languages have vowels. There are absolute impli- 
rational u n iv e rsa l such as: if a language has first/second person reflexives,
I hen it has third person reflexives, There are non-impltcational tendencies, 
fiuch as: nearly all languages have nasal consonants (although some Sal- 
i*han languages have no nasal consonants). Finally, there are implicational 
icndencies, such as: if  a language has SO V  basic word order, it will 
probably have postpositions (but Persian, for instance, is SO V  with 
prepositions).

One question that immediately arises here is whether it is justifiable to talk 
ubout something being a language universal but nonetheless having excep
tons. In most other sciences, one is not permitted to have arbitrary excep
tons to supposedly generaMaws. However, in descriptive linguistics, it is 
i Icar that we very often have to make general rules to which there are then 
individual exceptions : in English, for instance, one can state a very general 
Mile for the formation o f the past tense of verbs or the plural o f nouns -  and 
ihc validity o f these rules can be seen from the way in which they extend to 
urw lexical items -  yet there are still exceptions to these rules. Clearly, a 
universal which has no exceptions is stronger, preferable to one that does 
have exceptions, other things being equal, so that a priori there are 
in juments both in favour and against have statements of universal ten
dencies. It should not, however, be concluded that an absolute universal is 
iii'cessarily preferable to a universal tendency, since other things are not 
>i!ways equal. A  simple example will illustrate this. There is a nearly 
rxrcptionless universal that languages in which the relative clause precedes 
ihr head noun (RelN, i.e. the opposite from the English order in relative 
« lause constructions) are verb-final. T he known exception to this universal is 
« kincse, which has the orders RelN but SVO . One can therefore readily set 

a universal tendency: if  RelN, then SOV. However, in principle one
• ouhl strengthen this by selecting any arbitrary property of Chinese and 
inn orporating the negation o f this into the p part of the implication; for 
Imluncc, since Chinese is tonal, one could reformulate the universal as the 
h «Slowing absolute statements: if RelN and not tonal, then SOV. Chinese is 
in I longer an exception, since it does not fall under the first part of the 
i m p l i c a t i o n  (i.e. it is not both RelN and non-tonal). Yet whereas the 
mi initial universal tendency has a certain coherence to it, in that it
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establishes relations among different word order properties, the proposed 
replacement absolute universal is incoherent, since there is no imaginable 
connection between a language being tonal or not and having verb-final 
word order or not (in general, tonal and non-tonal languages are distri
buted randomly with respect to word order types).

It should be noted that it is virtually impossible in many instances to 
distinguish empirically between absolute universals and strong tendencies. 
The fact that a universal at present appears to be absolute may reflect one of 
two possibilités; either the universal is absolute, or we happen not yet 
to have discovered the exceptions to it (and those exceptions may not even 
be represented among the class of languages currently available to us). In 
practice one can therefore never be sure whether a universal that seems to 
be absolute is in fact absolute.

We can come closer to the validity o f universal tendencies by adopting a 
slightly different approach. In a representative sample o f languages, if no 
universal were involved, i.e. if  the distribution of types along some parameter 
were purely random, then we would expect each type to have roughly an 
equal number of representatives. T o  the extent that the actual distribution 
departs from this random distribution, the linguist is obliged to state and, if 
possible, account for the discrepancy. One way of looking at a universal 
tendency, perhaps the best way o f looking at one, is as a statistically signifi
cant deviation from random patterning. An absolute universal, in this sense, 
is just the extreme case of deviation from random distribution ; certain logical 
possibilities fail to occur at all, rather than just being rare. An interesting 
universal to examine from this viewpoint is the claim, now known to be a 
universal tendency : in basic word order, the subject precedes the object. A  
number of languages are now known to violate this universal, for instance 
Malagasy with VOS word order and Hixkaryana with OVS basic word 
order. However, the disparity between the number of languages violating the 
universal (probably less than i per cent o f the world's languages) and those 
that conform to it is massive* T o  say that the universal has no validity 
because there are counterexamples to it, and to leave the discussion at that, 
would be to abrogate one’s responsibility as a linguist to deal with significant 
patterns in language. O f course, this says nothing about the reasons for the 
discrepancy, although non-linguistic reasons that have been suggested for the 
discrepancy hold little water: for instance, object-initial word order can 
hardly be considered a relict phenomenon found only in languages that have 
been pushed into backwaters by the major civilizations, with other word 
orders, when one realizes that the development of O V S word order in H ix
karyana, on the basis of comparison with other Carib languages, seems to be 
a relatively recent innovation. Explanations for the predominance o f word 
orders where the subject precedes the object seem more likely to have a
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pnychological basis, in terms i>i the salience of the agent in the agent-action- 
Mfiiicnr situation, and the high corrélation between semantic agent and syn
tactic subject : we return to some aspects of this problem in section 1.3.2 and 
vhiipters 6 and 9.

Until the development of extended standard theory, the acceptance of 
universal tendencies as valid statements could have been held as a further 
uiiorion distinguishing Greenberg’s approach to language universals 
I which allowed such tendencies) as opposed to Chomsky's (which did not)

indeed, one criticism that was made by generativists against Greenberg's 
.in face structure universals was that so many of the latter are tendencies. 
More recently, however, even within the mainstream generative school -  
imperially in the development of the extended standard theory and govern
ment and binding -  tendencies, in addition to absolute universals, have 
<. < une to be accepted, paralleling the acceptance of markedness into genera- 
nvt* phonological theory. In the current version, a given constraint on the 
ti>rm of grammars is not to be seen (or at least, is not necessarily to be seen) 
*i'i an absolute constraint excluding all possibility of violation* but rather as 
it characterization of the unmarked case, the case to which languages
* hirespond unless their grammar contains a specific instruction to the effect 
I hat the constraint does not apply to a certain set of constructions. (Thus,
I lie grammar of Japanese would have to contain a statement to the effect 
that its word order, with determiners before nouns but auxiliaries after 
main verbs, violates the universal ordering implied by the X-+ Spec* X  
I invention, as discussed in section 1.1.2.) On this particular point there is,
I hen, no longer any difference in principle between Chomsky’s and 
( ireenberg’s positions except that within generative grammar less attention 
is paid to the statistical distribution of universal tendencies in determining 
markedness assignments.

Since the word order claim implied by the X schema is questionable 
even as a tendency, we shall illustrate the possibility of tendencies using 
examples that have been used within generative grammar, in terms of 
another claim, namely that syntactic processes in natural languages are 
siructure-dependent. This means that, in order to know whether a syntac
tic rule is applicable and, if  so, in order to apply the rule, it is necessary to 
identify certain features of the syntactic structure of the sentence at the 
appropriate stage of derivation. In the statement o f passive in English trans
formational grammar, for instance, it is necessary to identify a string with the 
structure noun phrase -au xiliary- verb -  noun phrase, i n relational grammar, 
essentially equivalently for present purposes, a structure involving both a 
subject and a direct object within the same clause would be required. Keep
ing, for ease of exposition, to the traditional transformational format, the 
structural change would then instruct us to alter that syntactic structure by
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placing the first noun phrase, preceded by the preposition by, at the end of the 
string» placing the second nounphrase at the beginning of the string» and 
adding fceplus the past participle ending at the end of auxiliary. The important 
thin gs about this rule is that it refers only to syntactic structure. It does not, for 
instance, contain operations of the kind: take the first word (whatever its 
syntactic role in the structure) and shift it to the end, or: invert the order of 
words in the string (without paying any attention to the syntactic structure), It 
would be easy to invent an artificial language that used exclusively syntactic 
processes of this kind, but any attempt to do so would lead to an artificial 
language quite unlike actual human languages.

However, there are some areas in some human languages that seem to 
make use o f structure-independent processes o f just this kind. For in
stance, a number o f languages have a rule whereby clitics -  constituents 
that have no independent stress o f their own, but are pronounced as part of 
the adjacent word -  must appear in sentence-second position. One such 
language is Serbo-Croatian. W e may illustrate this by starting with a sen
tence that has no clitics, e.g. Petar cita knjigu danas 4 Peter reads (the) book 
today \ If we want to include a clitic in the sentence, for instance the 
unstressed first person singular dative pronoun mi * to me \ then this must 
come after the first word : Petar mi ctta knjigu danas. Serbo-Croatian word 
order is relatively free, so that in the sentence given first any o f the 24 
possible permutations o f the four words is grammatical, with the same 
cognitive meaning. However, if the clitic mi is inserted, it will always 
appear after the first word, whatever the syntactic function of that word, 
e.g. danas mi Petar cita knjigu, knjigu mi cita danas Petar. In this simple 
example, each major constituent o f the sentence is a single word, so the 
question naturally arises what happens if  the first constituent consists of 
two words, as when we replace Petar by taj pesnik 1 that poet * to get taj 
pesnik Uta knjigu danas. In such a sentence, it is possible to place the clitic 
quite literally after the first word o f the sentence, to give taj mi pesnik cita 
knjigu danas, despite the virtual incomprehensibility o f a literal translation 
into English: ‘ that to me poet reads the book today*. However, it is also 
possible to place the clitic after the first major constituent, i.e. in this case 
after the whole noun phrase taj pesniky to give taj pesnik mi Uta knjigu 
danas.

Clearly, given the behaviour o f clitic placement in Serbo-Croatian, it is 
not possible to maintain that syntactic processes are invariably structure- 
dependent, since the Serbo-Croatian rule requires one to be able to identify 
the first word of a sentence, irrespective o f syntactic structure. However, it 
still remains true that most syntactic processes in natural languages, 
including Serbo-Crotian, are structure-dependent, and even with Serbo- 
Croatian clitic placement the fact that the second position rule can be
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vinliMrcl 10 avoid breaking up a major constituent shows that there is still 
n.*u*r pressure towards stnicture-dcpcndence here. We can thus conclude 
ikmi in human language there is a tendency towards structure-dependence> 

individual exceptions do occur. (It remains dubious, however, 
wJiriluT this is a specifically linguistic property, since in general structure» 
imii pendent operations are difficult for people to perform on temporally 
nn|iicneed strings; for instance, it is difficult to give a fluent reading of the 
if li»hnhci> or a well-known telephone number, backwards without practice.)

In much recent work on language universals, in place of the term tend-
* in v it has been more usual to say statistical universal» referring to the fact 
ihi&r the universal in question has only a certain statistical, rather than 
uhwilutc, validity. In the present book, the more transparent term tend-
< m y has been preferred» especially since the term statistical universal 
midiit be useful in speaking of universal statistical properties o f languages 
t wuch as the claim that redundancy in language is always around 50 per
* cm).

I , *  EX PLA N A TIO N S FOR LANGUAGE UNIVERSALS

Within the transformational-generative approach to language universals» 
Hivcn the scenario outlined in section 1.1.1, it is clear that the question of 
explaining language universals has an obvious solution: they are there 
because they are innate. However* this explanation is never argued for on 
independent grounds» and so the only reason for accepting innateness 
Hccms to be the absence o f any plausible» comprehensive alternative. In 
outline in this section, and in somewhat more detail at appropriate places 
in the body o f the book, we shall examine some other alternative expla
nations. There will be no attempt, however, to reduce all universals to a 
»ingle explanation: in many instances, there seems to be no verifiable 
explanation for even well-established universals ; in other instances, differ
ent universals seem to require different kinds of explanation, surely no 
surprise in examining a phenomenon like language which interacts so clos
ely with so many other facets of human cognition and behaviour. Parti
cular attention will be paid to cognitive» functional, and pragmatic ex

planations, as these seem particularly fruitful sources of explanation of 
formal properties o f language. In section 1.3.1* however» we examine, for 
completeness, a non-viable explanation.

1. 3.1 COMMON G EN ETIC ORIGIN

A common genetic origin for all the world’s languages, might seem an 
obvious explanation for language universals: the universals in question
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would simply have been accidental properties of the putative ancestor 
language (Proto-World), and the only reason why they would be found in 
all of the world’s Languages today would be that of these languages have 
retained these traits of the ancestor language without change (whereas the 
parameters on which languages vary would represent those areas which 
individual languages have undergone change, without there being necessa
rily any other common property binding together the language univerals). 
One disadvantage of common genetic origin as a putative explanation of 
language universals is that it is completely speculative and untestable: if all 
the world’s languages are descended from a single ancestor (either a single 
original language of the whole human species or one particular language 
that in the distant past happened to supersede all other languages then 
existing), then the time-depth between this ancestor and our earliest 
attestations of language is so great that we have little or no hope of 
establishing this common origin* or o f tracing the changes that separate 
Proto-Wo rid from attested languages.

However, there are more compelling disadvantages which exclude 
common genetic origin from consideration as even a possible explanation 
for a wide range of language universals* and therefore force us to look 
elsewhere for possible explanations. For the common genetic origin expla
nation to work* it would be necessary for the universal in question to have 
been a property of the ancestor language, and to have been passed down 
through individual intermediate stages to each descendant language. H ow
ever, in section 1.1.2, wc saw that there are certain language universals* in 
particular implicational universals* that cannot bo predicated of individual 
languages. For instance* in order to approach the universal that first/second 
person reflexives imply third person reflexives* it is not enough to know 
that there is a language with both first/second and third person reflexives* one 
must also know that there are languages with either no reflexive pronouns or 
with reflexive pronouns in all persons, but no languages with reflexives in the 
first/second person only. There is no way in which information of this kind 
could be encoded in the structure o f a single language, and therefore no way in 
which the information could be transmitted from ancestor language to 
descendant languages.

I . 3.2 E X T ER N A L EX PLA N A TIO N S

By an external explanation* we mean one which attempts to explain 
grammatical generalizations by relating them to independently testable 
generalizations found outside grammatical structure, rather than simply 
being satisfied with an internal explanation* i.e. trying to account for
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Himninaiienl generaliziitiona purely in terms of relations among grammati-
• ni phenomena (as in the example discussed in section 1.1.2 concerning X  
ihrory).

In a sense, one might consider innateness, as within the Chomskyan 
paradigm, as an external explanation, since it attempts to relate grammati- 
i ül phenomena to the genetic endowment of the child. However, as an 
i iupirical claim innateness remains empty because it is not subject to any 
independent verification -  rather, it is just a name given to the set of 
lunguage universals, and using this name should not blind us to the fact that 
41 name is not an explanation. It is important also to emphasize that the onus 
is not on those who reject innateness to come up with alternative explana- 
1 ions, as is sometimes implied in the literature from the innatist viewpoint. 
Advocates of innateness are simply arguing that in the absence o f any 
alternative coherent explanation of language univerals, innateness is the 
imly possibility they can think of. Instead of serving to deepen our 
understanding of language universals, the absence of any possibility of 
resting innateness as an explanation serves rather to divert researchers from 
ronsidering alternatives that may be testable. We should note that this is 
not to be taken as a rejection of innateness: it may well be the case that at 
least some language universals are to be explained ultimately in terms of 
human genetic predispositions, but at the present stage of investigation 
hardly any such claims are amenable to independent verification.

It is, however, possible that certain language universals can be corre
lated with other aspects of human cognitive psychology that are amenable 
to independent testing. In chapter 9, for instance, we shall see that a 
certain hierarchy o f noun phrases, which has significant relevance to cross
language generalizations, also correlates highly with an independently ver
ifiable hierarchy o f salience o f entities in perception. In a sense, one could 
urgue that this only pushes the need for explanation one stage further back, 
Mince one must in turn account for the hierarchy o f salience, which may be 
determined by innate principles« There are two things to note in reply to 
this. First, any explanation necessarily pushes the problem back one stage 
further, since the explanation itself then becomes an object requiring ex
planation (one could equally ask for an explanation o f how a particular 
proposed set of innate ideas comes to be innate). Second, in explanation 
the most important criterion in evaluating progress is that seemingly dis
parate phenomena be shown to have a common explanation, and in the 
example chosen this was achieved by showing how both linguistic proper
ties and propensities in rating the importance o f entities in describing 
situations can be related to the same notion of perceptual salience.

One particularly fruitful line of explanation for language universals is the 
functional approach, i.e. arguing that certain universals serve to make
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language more functional, either as a communication system in general, or 
more particularly relative to the communicative needs o f humans. Many 
linguists are sceptical of functional explantions, pointing out, quite cor
rectly, that there are numerous instances in which language seems to be 
dysfunctional, For instance, the existence of synonyms might seem to be a 
needless luxury, and even more clearly the existence of homonyms would 
seem to create needless complication by having potential confusion 
through identical names for different concepts. Nonetheless, there are 
clearly some bounds which must be placed on such dysfunctional features 
of language -  for instance, one could not imagine a functioning language in 
which all lexical items were homonymous -  so that strategies to reduce 
dysfunctional elements may play a certain role in explaining language 
universals.

One kind of functional explanation in syntax is that the given language 
universal facilitates recovery of the semantic content from the syn
tactic structure, whereas violation of the universal would make such 
recovery more difficult. T h e example discussed here relates to the more 
detailed discussion of relative clauses in chapter 7. In chapter 7, one of the 
main claims is that certain positions in a sentence are harder to relativize, 
cross-linguistically, than are other positions. Thus, genitives are harder to 
relativize (e.g. the man whose son ran away) than are subjects (the man who 
ran away)3 for instance in that some languages readily form the latter kind 
of construction but not the former; constituents o f embedded sentences 
are likewise harder to relativize than those o f main clauses (e.g. the man 
who ran away is a construction type more common cross-linguistically than 
the man that I  think ran away). Some languages distinguish two construc
tions for forming relative clauses : the one having a pronoun left behind in 
the position relativized -  as if one were to say in English the man that Ï  saw 
him rather than just the man that I  saw ; the other having no such pronoun. 
T he distribution of these two constructions is constrained by the following 
universal : retention of the pronoun is found with positions that are more 
difficult to relativize, while the pronoun is not retained in positions that 
are easier to relativize. Even in English, though perhaps this usage is 
non-standard, pronouns are retained in certain subordinate clause posi
tions that cannot be relativized directly, e.g. the road that I know where it 
leads (cf. the ungrammatical *the road that I  know where leads). The con
struction that preserves the pronoun provides more direct access to the 
semantic information contained in the sentence : in processing the man that 
I saw him, it is clear that him refers to the object of the relative clause, sincc 
this is precisely the configuration (/ saw him) that one finds in simplex 
sentences. Where there is no pronoun, however, more processing is re
quired in order to work out that in the man that I saw it is necessary to
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interpret the man as object oÍ saw. The generalization is thus functional: in 
positions where, for independent reasons (ease of forming relative clauses), 
Httiiantic processing would be more difficult, that syntactic structure is 
used which would be most explicit in providing direct access to the seman
tic content.

Another kind of functional explanation would be one relating to the 
relative case or difficulty of processing different kinds of syntactic struc
tures, and processing explanations are widely appealed to in much current 
linguistic work. An early example from the literature concerns a possible 
explanation for the correlation between SO V word order and prenominal 
relative clauses, and likewise between V S O  word order and postnominal 
relative clauses. It is known that, other things being equal, it is easier to 
process subordinate clauses when they are either at the beginning of the 
sentence (left-peripheral) or at the end o f the sentence (right-peripheral) 
than when they are in the middle o f the sentence (centre embedded), 
presumably because the latter requires the processing o f the main clause to 
be interrupted in order to process the subordinate clause. I f  one centre 
embedded clause is centre embedded into another clause, then the resulting 
sentences are virtually impossible to process, as in (3), despite the fact that 
(3) follows the general rules for relative clause formation in English:

The man [that the boy [that the dog bit] kicked] ran away.

Thus we can establish a generalization that speech tends to avoid centre 
embedded constructions. Interestingly, this provides a motivation for the 
word order correlation between verb position and relative clause position, 
i.e. for a strictly grammatical phenomenon. I f  a SO V language had 
postnominal relative clauses, then every single relative clause would be 
centre embedded, occuring between its head noun and the verb (with 
possibly further intervening material). Likewise, if  a VSO  language had 
prenominal relative clauses, then every single relative clause would be 
rentre embedded. T h e attested correlation means that at least some noun 
phrases are left-peripheral (in SO V  languages) or right-peripheral (in V SO  
languages); indeed, if the order o f noun phrases in the languages is also in 
principle free, with O SV  or V O S as alternative word orders, then by 
judicious use of these alternative orders all relative clauses can be made 
peripheral. As with many functional explantions, this example relates to a 
universal tendency rather than to an absolute universal: there are some 
languages that violate the universal, e.g. Persian, which has SO V but NRel 
word orders. In Persian, however, there are alternative strategies for 
uvoiding center embedding of relative clauses, such as extraposing the 
relative clause, to give structures similar to English I met a girl in Los
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Angeles [whom I later married]> where placing the relative clause that 
belongs semantically with the girl after the adverbial in Los Angeles serves to 
avoid centre embedding.

The universal discussed in section x. 2.2, namely that the existence of first or 
second person reflexive forms in a language implies the existence of third 
person reflexive form s3 also has a ready functional explanation. For each of the 
first and second persons* there is hardly ever ambiguity in a given contcxt 
whether different instances of the corresponding pronoun arecorefercntial or 
not: in a given sentence, all instances of / are coreferential, as are usually all 
instances of we and all instances o f you. In the third person, however, there is 
potentially a vast number o f referents. Some languages say 1 hit myself and 
some say Ihit me> but it is not possible to have both interpreted literally with a 
semantic different o f corcfcrence. But if a language has both he hit himself and 
he hit him as possible sentences, then a semantically important distinction of 
coreference versus non-coreferencc can be made. Thus reflexivitv is simply 
more important in the third person than in the first or second persons, and this 
is reflected in the implicational universal.

Yet a further possibility for external explanations would be to explain a 
grammatical feature through properties of the structure of discourse. One 
recent attempt involves ergativity, discussed further in section 5.3, i.e. a 
system where one finds like morphological and/or syntactic treatment for 
intransitive subjects and transitive objects (patients), but different treat
ment for transitive subjects, unlike the system in more familiar languages 
where transitive subjects (agents) are created like intransitive subjects in 
opposition to transitive objects (patients). It has been noticed that in 
natural discourse in a number of languages that allow contextually retriev
able noun phrases to be omitted, it is especially common for intransitive 
predicates co appear with their subject while transitive predicates appear 
with their object (patient) but without their subjcct (agent), i.e. a discourse 
basis on which ergativity could develop.

This kind of functional explanation could, of course, be carried over to 
any kind of communication system, and is not necessarily restricted to one 
used by humans. When one looks at pragmatic explanations, however, 
there are certain instances where there seems to be a clearer correlation 
between properties of language structure and properties of language use in 
human communities. One such universal is the presence in human 
languages of a deictic system for referring to the speaker and hearer, i.e. 
the existence of first and second person pronouns (as opposed to third 
person noun phrases, including third person pronouns where these exist). 
One could easily construct an artificial language which did not have such a 
deictic system, and where people would be forced to refer to themselves 
and their interlocutors by proper names or other paraphrases. However, it
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is dear that such a language would be very different from any known 
human language, and it is therefore hardly accidental that the presence of a 
dcictic system of person reference correlates so highly with the basic use o f 
human language in face-to-face interaction.

1.4 SUMMARY

In this chapter, we have contrasted, with exemplification, two radically 
different views of language universals and language universal research. 
The one, advocated by Chomsky, argues tftat the best way o f studying 
language universals is by the detailed, abstract study of a small number 
I >f languages, the main explanation for language universals being that they are 
innate properties of the human. T h e other, advocated by Greenberg, and 
also in this book, says that research on language universals requires a wide 
range o f languages as its data base, believes that a number of language 
universals can be stated in terms of concrete levels of analysis, and has an 
open mind on possible explanations for language universals, considering in 
particular psychological and functional (including pragmatic) factors. In 
presenting this contrast, we have tended to concentrate on the differences, 
and in fairness these shoüld not be taken to indicate an absolute, unbridge
able chasm between the two approaches. For instance, Chomsky has never 
maintained that one cannot come up with language universals by studying 
a range of languages, or that no universals can have a functional expla
nation. Conversely, the present work acknowledges that there do seem to 
be some formal universals, and does not exclude innateness as a possible, 
eventual explanation for some language universals. However, the differ
ence of emphasis is clear, since the two camps do make very different 
claims about the most reasonable way, given limited resources, of making 
most progress in research on language universals. In this chapter, and in 
more detail in the body of the book, it should become clear that, in addi
tion to work on the detailed study of individual languages, research on 
language universals also crucially requires work based on data from a wide 
range of languages if vitally important generalizations are not to be missed.

NOTES AND REFEREN CES

Among the few general books, as opposed to collections o f articles, dealing 
specifically with language univerals, Mallinson & Blake (1981) is similar in 
orientation to the present work. Greenberg (1966a) is, as implied by the 
subtitle, concerned with specific problems of markedness rather than being 
a general account of language universals research.
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Among collections of articles* pride of place must clearly go to Green
berg (1966c): the Introduction and Memorandum, Hockett (1966), and 
especially the seminal essay by Greenberg (1966b) himself, can be regarded 
as initiating the current interest in research on language universals on the 
basis of a wide range of languages. The Stanford Language Universals 
Research Project published, for its duration, a journal Working Papers on 
Language Univerah (1969-76), and a further result o f this project is the 
four-volume set Greenberg et aL (1978). T h e  universals project at the 
University of Cologne also produces working papers: Akup (Arbeiten des 
Kölner Universalien-Projekts), in addition to a number of book series» of 
which Language Universals Series (Tübingen: Gunter Narr) gives the best 
insight into the overall approach. Other book series dealing with language 
universals and linguistic typology are: Empirical Approaches to Language 
Typology (Berlin: Mouton de Gruyter); Typological Studies in Language 
(Amsterdam: John Benjamins). T h e publications of the Leningrad typolo
gical school are also worthy o f mention, e.g. Xolodovic (1969), Xolodovic 
(1974), Nedjalkov (1988). More general books that are also relevant to the 
kinds of issues treated here include Foley & Van Valin (1984) and Givón 
(1984).

For Chom sky’s approach to universal grammar, reference may be made 
to Chomsky (1981). In earlier syntactic work in the generative paradigm, 
i.e. before the late 1970s, this line o f  argumentation was taken further to 
conclude that the best way of approaching universal grammar was through 
the detailed study of a single language, which almost invariably turned out 
to be English. This position is presumably now largely o f historical 
interest; it is discussed in the first edition of Language universals and 
Linguistic typology, pp. 1-5; reference may also be made to Chomsky (1965, 
chapter 1), while a particularly striking instance of the relevant argumenta
tion is to be found in Chomsky & Hampshire (1968). The recognition that 
cross-linguistic variety requires the detailed study of language of different 
types is one of the major advances within generative grammar of the last 
decade.

In section 1.1,2, the analogy with iron is taken from Sampson ( i975> 
114-16), although Sampson does not consider that other analogies would 
work equally well in the opposite direction. The critique of the X  convention 
universal of determiner and auxiliary order is discussed by M cCawley ( 1978, 
214). For a slightly different approach to justifying the need for language 
universals research to use a wide data base, see Comrie (i978d). For an 
attempt to bridge the gap between the need for data from a wide range of 
languages, see the language description framework proposed by Comrie & 
Smith (1977); the Lingua Descriptive Studies series, now the Croom Helm 
Descriptive Grammar series (London: Croom Helm)* consisting of individual
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language descriptions in accordance with this framework, started publication 
with Derbyshire (1979).

Heirs discussion of sampling is in Bell (1978); see also the remarks on 
dimpling in Bybee (1985). For a general survey o f genetic classification of 
I he world’s languages, see Ruhlen (1987) and* for comprehensive language 
lists with genetic classification* Voegelin & Voegelin (1977) and Grimes 
( 1 *>88). The remarks on the difficulty of satisfying the constraint against 
areal bias are from Dryer (MS).

In section 1.1.3* the discussion of the impersonal passive reviews some of 
ilie points made in Comrie (1977a). The debate has encouraged proponents 
of the relational grammar analysis to search for empirical evidence in 
favour o f their analysis* for which see Perlmutter & Postal (1984) and, for a 
prolegomenon to a critical response, Comrie (1986c).

In section i.2> the distinction of formal and substantive universals fol
lows Chomsky (1965, 27-30); for Jakobsonian distinctive features, consult 
Jakobson et al. (1963). The suggestion that there may be a set of trans
formations as substantive universals is made by Bach (1965); in application 
ro the passive, the idea is further developed> within the framework of 
relational grammar, by Johnson (1974). Within government and binding* 
niibstantive universals are again downplayed in favour of formal universals. 
The distinction of implicational and non-implicational, absolute and ten
dency* follows (apart from some terminology) the Memorandum in Green
berg (1966c* xix-xxi). M y information of Mbabaram dog ‘dog’ is from R. 
M. W. Dixon (Australian National University* Canberra), who notes that 
his form is a regular development from *gudaga (found as such in some 
other Australian languages), not a loan from English. The detailed descrip
tion of Hixkaryana referred to is Derbyshire (1979)- The information that 
some Salishan languages lack nasal consonants is from Hockett (1955, 119). 
For word order in Malagasy* see in particular Keenan (1976a)* which also 
shows the inadequacy of arguments that the putative subject in Malagasy is 
anything other than a subject. For the claim that O VS order in Hixkaryana 
may be an innovation, see Derbyshire & Pulhim (1981) and references cited 
there. 1 owe the Chinese example (word order and tone) to Matthew S. 
Dryer. Chomsky (1965, 118) includes a somewhat negative reference to 
Greenberg's ^statistical universals\ The Serbo-Croatian examples are 
based on data in Browne (1974). The claim that redundancy in natural 
language is around 50 per cent is made* specifically for phonology, by 
Hockett (1966* 24).

In section 1.3, reference should be made to Timberlake (1977,160-5) f°r 
some discussion of the relationship between salience and linguistic par
ameters. The functional explanation for pronoun retention in relative 
clauses is given by Keenan (1975* 406-10), that for relative clauses position
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by Kuno (1974). The discourse basis of ergativity is proposed in Du Bois 
(1987). For a more general discussion of the relations between formal and 
functional explanations* reference may be made to the contributions to 
Butterworth et al. (1984% including my own view in Comrie (1984)5 and the 
contribution to Hawkins (1988). For a discussion o f what a language 
without first and second person pronouns might look like, see Lyons ( 1977, 
640-6); Japanese does come close to such a language > m  that in natural 
discourse first and second person deixis are left to be inferred from markers 
of deference or politeness rather than expressed overtly, although it is still 
the case that Japanese has noun phrases with, synchronically, specifically 
first and second person reference.



2

LANGUAGE TYPOLOGY

,M TY P O LO G Y  AND UNIVERSALS

At first sight, the study of language universals and the study o f language 
typology might seem to be opposites, even in conflict with one another: 
liinguage universals research is concerned with finding those properties that 
arc common to all human languages, whereas in order to typologize 
languages, i.e. to assign tjiem to different types, it is necessary that there 
should be differences among languages.The contrast can thus be summed up 
it(i one between the study of similarities across languages and the study of 
differences among languages. Yet, in practice, the two studies proceed in 
parallel : typically, linguists who are interested in language universals from 
The viewpoint of work on a wide range o f languages are also interested in 
Innguage typology, and it is very often difficult to classify a given piece of 
work in this area as being specifically on language universals as opposed to 
language typology or vice versa : book and article titles including typology or 
universals often seem arbitrary, though the arbitrariness is sometimes re
moved, as in the title of the present book, by including both.

The discussion of the preceding chapter should, however, point the way 
towards recognizing that there is in fact no such conflict between universals 
research and typological research, rather these are just different facets of a 
.single research endeavour. In the present section, we shall demonstrate this 
more thoroughly. In chapter i, we argued that a theory of language univer
sals must make a three-way division among logically possible properties of a 
Jiuman language. It must specify which properties are necessary to a human 
language; which properties are impossible for a human language; and, re- 
sidually, which properties are contingently possible, but not necessary, for a 
human language. (The rigid division into three classes would, of course, have 
to be weakened slightly to take into account tendencies as well as absolute 
universals.) We can thus say that, over all, the study of language universals
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aims to establish limits on variation within human language. Typology is 
concerned directly with the study of this variation, and this makes it clearer 
why the two studies run so close together, since both are concerned with 
variation across languages, the only difference being that language universals 
research is conccmed primarily with limits on this variation, whereas typo
logical research is concerned more directly with possible variation. However, 
neither conceptually nor methodologically is it possible to isolate the one 
study from the other.

In terms of methodology, this shows perhaps most clearly in the interac
tion between language typology and implicational u n iv e rsa l whether absol
ute or tendencies. In carrying out a typology of languages on some par
ameter, one establishes a certain number of logically possible types, and then 
assigns each language of the sample to one or other o f these types. I f  all the 
logical possibilities have actual representatives, and there is no marked skew
ing o f membership among the various types, then this result, though perhaps 
of typological interest, is not particularly interesting from the viewpoint of 
universals : it demonstrates that there are no restrictions on language vari
ation with respect to the chosen parameter. Where, however, some of the 
logical possibilities are not represented, or are represented by a statistically 
significant low or high number of representatives, then the typological result 
does become of importance for the statement o f language universals. We may 
illustrate this by returning to one o f the examples discussed in chapter I, 
namely the universal that if  a language has distinct reflexive forms in the 
first and second persons it will have distinct reflexive forms in the 
third person. As discussed in section 1.2.2. there are four logical possibili
ties: distinct reflexive forms in both first-second and third persons; distinct 
reflexive forms in the first-second person but not in the third person; dis
tinct reflexive forms in the third person but in the first-second person; dis
tinct reflexive forms in neither first-second nor third person. When we 
assign languages to these four logically possible types, we find a large 
number of languages falling into the first, third, and fourth categories, but 
none falling into the second. Thus what originally started out as a typolo
gical endeavour, namely the cross-classification of languages in terms of 
occurrence of distinct reflexive forms in the first-second person and in the 
third person, turns out to lead to the establishment of a language universal.

Implicational universals are a particularly clear case of the interaction be
tween universals and typology, given the interpretation of the universal as a 
set of four logical possibilities only three of which are actually represented. 
However, in principle any typological parameter may be o f significance for 
hiTignuge universuls research if it turns out that some of the logical pos- 
uihilificH urc* unrepresented or have a statistically significant low level of 
iTpmtrutrtftiwi. This nin lignin be illustrated with one of Greenberg’s univer-
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siils, this time a word order tftulcucy mentioned in section i .2.3, namely that 
in basic word order the subject tends to precede the object. If  we work, like 
( irreenbergj in terms of the three clause constituents S, O, and V, then there 
lire six logical possibilities tor arranging these linearly : (a) SO V, (b) SVO , (c) 
VSO , (d) V O S, (e) O V S, (f) OSV, Types (a)-(c) are all consistent with the 
universal just stated, and indeed the vast majority of the world’s languages 
belong to one or other of these three types (at least to the extent that they 
have a basic word order -  see further chapter 4). Type (d) has only a very 
small number of representatives, type (e) even fewer and more geographically 
restricted, while we are still awaiting a detailed description o f any language 
with O SV  basic word order, although preliminary indications suggest that 
some languages of the Amazon region do have O S V  as their basic word 
order. Thus typologizing languages in terms of the six logically possible 
permutations of S, O, and V leads to the recognition of a universal tendency 
for subjects to precede objects in unmarked word order*

An even more straightforward example of typology leading to the estab
lishment o f a universal would be the universal mentioned in section 1.2*2 that 
all languages have vowels. If one were to typologize languages into those that 
have vowels and those that do not, then all languages would fall into the first 
class. Typologically, the result is, perhaps, trivial (all languages belong to one 
type), but in terms of universals it is a valid empirical generalization, once 
again illustrating the complementarity, rather than antagonism, between ty
pology and universals.

There is another sense in which universals and typology go hand in hand. 
In order to do language typology, it is necessary to establish certain par
ameters along which one is going to typologize the languages o f the world. 
Now, the selection of any parameter as a valid parameter for cross-language 
typological comparison assumes that this parameter is indeed valid in the 
analysis o f any language. Thus carrying out any piece of language typology 
involves making certain assumptions about language universals. We can 
illustrate this once again by considering Greenberg’s seminal work on word 
order universals, in particular basic order of S, V , and O  within the clause. In 
order to typologize languages according to their basic word orders, the 
following presuppositions are made : (a) all languages have a basic word 
order ; (b) in the syntactic structure o f a clause in any language, the categories 
subject, object, and verb are relevant. Neither of these assumptions is logi
cally necessary, and* as we will see in more detail in chapter 4, there is good 
reason for assuming that neither of them is in fact an absolute language 
universal. Thus, there seem to be some languages that do not have a basic 
word order, or at least not a basic word order defined in terms of S, O, and V  
(so-called free word order languages). There seem to be some languages 
where either there is no category subject, or where the various properties of
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subject are distributed across more than one noun phrase (see chapter 5), so 
that in either case it is not possible to point to a given noun phrase as being 
unequivocally the subject of a clause, and therefore not possible to determine 
the linear order of the subject relative to other constituents.

It is important to realize that the caveats expressed in the previous pa
ragraph do not invalidate the kinds of word order universals that Greenberg 
talks about, although they do restrict somewhat their scope. All that is 
required is that we should establish further language types, say by making an 
initial typological dichotomy between languages that have a basic word 
order statable in terms of S, O , and V, and languages that do not ; the first of 
these types will then divide into six logically possible subtypes» and we can 
proceed as before, except that our six types will now cover only a subset of 
the world's languages, i<e. the universal is of more restricted application. In 
fact, this kind of procedure is widespread in the study of typology or univer
sals. If, for instance, one wants to study typological properties of tone 
languages, and perhaps come up with universals of tone, then the fact that 
many languages are non-tonal simply means that those languages are irrel
evant to the project at hand, and this is not taken to invalidate the internal 
study and typologization of tone languages. Likewise, in studying the ty
pology of case systems, or passive constructions, languages that lack case 
systems, or have no passive construction, are irrelevant to the endeavour at 
hand, rather than being counterexamples to it.

Implicit in the above discussion is another way in which typology and 
universals research interrelate, namely that the possibility of arriving at sig
nificant universals is very closely bound up with the typological parameters 
that one uses, implicitly or explicitly, in describing variation among the 
languages of the sample. A particularly clear example is provided here by the 
history o f research into colour systems across the languages o f the world. In 
very general terms, colour perception involves three parameters : hue (corre
lating with wave-length), brightness, and saturation, o f which the first two are 
most important for present purposes. Traditional study of colour terms in 
different languages has emphasized the different physical ranges that are 
covered by individual colour terms in different languages, i.e. on the fact that 
different languages have a different number of colour terms and have differ
ent boundaries between adjacent colour terms. Thus in Hanunoo, a Philip
pine language, there are four basic colour terms : (ma JlagtiP covers English 
white> but also all other light tints, irrespective of the colour to which they 
would be assigned in English ; likewise, (majbiru covers blacky but also dark 
tints o f other colours;^ ma)rara? covers approximately the range o f English 
red, orange, and maroon \ while (ma)iatuy covers approximately the range of 
English yellow > and lighter tints of green and brown. As long as one looks at 
boundaries between adjacent colour terms on the colour chart, it seems that
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all one can say is that HhkIíkIi and Hanunooarc radically different: Hanunoo 
lists nothing corresponding to the boundary between English yellow and 
Krreriy while conversely English has no clear boundary where Hanunoo dis
criminates between (ma)biru and (ma)rara?.

W ith hindsight, we can perhaps recognize that this was an undesirable way 
to classify colour systems, given that even within a single language, say 
linglish, native speakers often disagree among one another, or with them
selves on different occasions, as to the precise boundary lines between adjac
ent colours, although they are much more likely to agree on assigning colour 
names to colours that are more central to the range of a given colour term. 
( Iriticism of the traditional, cultural-rclativistic view of colour terms came 
not, however, so much from aprioristic qualms of this kind, but rather from 
the typological rcscarch of Berlin and Kay on colour systems o f a wide range 
of languages (over a hundred in the initial publication). Instead of asking 
about boundaries between different colour terms in a language, Berlin and 
Kay ask rather about the focus of a colour term, i.e. the colour that native 
speakers consider the most typical referent ofthat colour term. In the ans
wers to this question, Berlin and K ay noticed a clear pattern emerging. First, 
even where colour term boundaries are very different across languages, there 
is agreement as to foci : thus the focus o f Hanunoo (ma)lagtiP is the same as 
that for English while ; the foci are the same for (ma)biru and black; the same 
for (ma) rar a?  and red; the same for (ma)latuy and green. Moreover, if one 
looks at the number and location of foci across a range of languages, a 
hierarchy, or series of implicational universals, emerges : all languages have 
foci for ‘ black * and 1 white * ; if  a language has three basic colour terms, then 
rhe third has the focus of* red ’ ; if a language has five basic colour terms, then 
the foci o f ‘ green * and ‘ yellow 5 are those added to this list (but if there are 
four terms, the fourth may be either1 green ’ o r1 yellow with no hierarchical 
preference among these two) ; six-term colour systems add' b lu e1 ;seven-term 
systems add * brown \ This is diagrammed below :

white green
> red > > blue > brown

black yellow

The above statement as a hierarchy is readily turned into a series o f impli- 
cational universals, of the following form: if  a language has a colour term 
with focus 1 blue then necessarily it has colour terms with foci ‘ white \ 
‘ black’, ‘ red ’ , * g r e e n 'y e l lo w ’ . More generally: if  a language has a 
colour term with focus x, then it also has a colour term for each focus to the 
left o f x  in the diagram.

The main illustrative point in the above example is that, by slightly 
changing the questions asked, i.e. by changing the basis of typological
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comparison, it was possible to come up with a universal where previously 
it had been assumed that all one could do was typologize among all the 
logically possible types. In fact, Berlin and K ay ’s work also has more 
far-reaching implications for work on language universals and typology 
and even for descriptive linguistics, some o f which will emerge in the 
discussion of later chapters. For instance, there is evidence that the hier
archy of foci given above can be correlated with colour perception, thus 
providing one example of a psychological explanation of a linguistic uni
versal (cf. section 1.3.2). Secondly, it indicates that some, at least, o f 
human categorization is not in terms of sharp boundaries between adjacent 
concepts, as assumed in much work on semantic structure, but rather in 
terms of well-defined foci with hazy (fuzzy) boundaries, i.e. in terms of 
prototypes rather than in terms of necessary and sufficient conditions.

2 .2  T Y P O L O G IC A L  PARAMETERS

In principle, one could choose any linguistically relevant parameter along 
which to typologize languages. If  one makes the distinction between 
language universals and language typology, then the range of relevant 
parameters is restricted somewhat, namely to those parameters along 
which languages do in fact vary. Thus, once it is established that all 
languages have vowels* the p arameter presence versus absence of vowels is 
no longer of interest for the study of variation across languages, and this 
generalization passes exclusively into the domain of language universals.

However, it is clear that some typological parameters turn out to be 
more significant, more interesting than others. In section 2.1 we illustrated 
this with reference to colour terms: of the two typological parameters 
appealed to in that discussion, it turned out that classification of colour 
terms according to their boundaries provided little significant insight into 
cross-language variation, since the range of logical possibilities and the 
range of attested systems are more or less the same; whereas classifying 
colour systems according to the foci of colour terms turned out to be of 
immense importance in typofogizing colour systems and in coming up with 
language \iniversa]s3 since given the universal implied by the hierarchy of 
foci, the task of typologizing can be simplified by and large to specifying 
the cut-off point on the hierarchy for each language in question. Another 
lesson of this particular example is that there is no a priori way of knowing 
which particular parameter or set of parameters will turn out to be signifi
cant for research into typology and universals, rather the selection of par
ameters advances hand in hand with typological study as a whole. As a 
result of typological studies to date, we do have some idea of what par-
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umctcrs arc most likely ro he significant, and several of these are illustrated 
and discussed in subsequent chapters. However, there are undoubtedly 
many significant parameters whose significance has not yet been rccog- 
Mized, so that the illustrations given in the present book can be no more 
than illustrations.

Perhaps the best way to illustrate what is meant by the difference be- 
iween significant and insignificant typological parameters is by means of 
illustrations of some non-significant parameters, some particularly clear 
examples being provided by phonological systems. Thus, in principle one 
could typologize the languages of the world into two classes: those with a 
palatal nasal phoneme and those without; the first group would include 
such languages as French, Spanish* Hungárián, Malay, while the second 
would include such languages as English, German, Turkish, and Ha
waiian. Likewise, in principle one could typologize languages into those 
that have front rounded vowel phonemes, such as French, Hungarian, 
German, and Turkish in the above list, versus those that do not, i.e. 
Spanish^ Malay, English, and Hawaiian from this list. (Reference is to the 
standard language in each case.) However, having once carried out these 
classifications, there is then little further one can do with these typologies 
in terms of the over-all typological structure of the languages in question. 
If one attempted to correlate these two phonological features with one 
another then, with the given eight-language sample as illustrative material, 
wc would find no correlations: there are four logically possible classes, and 
each is represented within the sample : French and Hungarian have both a 
palatal nasal and front rounded vowels; Spanish and Malay have a palatal 
nasal, but no front rounded vowels; German and Turkish have no palatal 
nasal, but do have front rounded vowels; while English and Hawaiian have 
neither a palatal nasal nor front rounded vowels. Not only do these two 
phonological parameters not correlate with one another, but equally they 
do not correlate with any non-phonological parameters, i.e. our choice of 
typological parameters turned out to be arbitrary, of no significance 
beyond the fact that we can divide languages up into classes on the basis of 
these parameters.

With these non-significant parameters we might contrast many of the 
word order parameters used by Greenberg in his study of word order 
universals^ for instance the order of S, O , and V  in the clause, the order of 
relative clauses with respect to their head noun, the order o f adpositions 
relative to their noun (i.e. whether the language has prepositions before the 
noun or postpositions after it), etc. Although these parameters are all 
logically independent of one another, it turns out that there is a high 
degree of correlation among them, leading in some instances to the state
ment of absolute implicational univerals, as is discussed in greater detail in
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chapter 4. Thus, the fact that using these parameters enables us to come up 
with implicational statements o f the type ‘if  SOV, then usually postposi- 
tional’, implies that we have not just selected arbitrary parameters* but 
rather that our choice of parameters tells us something significant about the 
structure of the languages concerned, and about cross-language typology in 
general. This also illustrates another way in which typology and universals 
research are intimately related: if we have a set of significant parameters 
whose values none the less show a high degree of correlation, then the 
network of relations among these parameter values can equally be 
expressed in the form of a network of implicational universals (absolute or 
tendencies).

Clearly* the more widespread the net of logically independent par
ameters that can be linked in this way, the more significant is the typologi
cal base being used. At the opposite extreme from non-significant, individ
ual typological parameters like the presence versus absence of a palatal 
nasal phoneme, one might imagine a holistic typology, i.e. some set of 
typological parameters that are logically independent but in practice corre
late so highly with one another that they enable us to typologize the whole, 
or at least a large part* o f the structure o f an arbitrary language. This is, for 
instance, what is done in biological classification, where typologizing an 
animal as a mammal subsumes a significant correlation among a number of 
iogically independent criteria (e.g. viviparous, being covered with fur, 
having external ears, suckling its young). Over the history of linguistic 
typology, a number of attempts have been made to provide such holistic 
typologies of languages* One of these, morphological'typology, with its 
classification of languages into isolating, agglutinating, fusional, some
times with the addition of polysynthetic, will be discussed in section 2.3. 
More recently, on the basis of generalizations of Greenberg’s work on 
word order typology, some linguists have suggested that word order types 
(such as V O  versus OV) likewise define holistic types, a question to which 
we return in chapter 4.

The discussion in the relevant parts of the present book is rather critical 
of claims about holistic typologies, arguing that the empirical bases for the 
claims about holistic types are usually weak or tacking, so that while it is 
not logically impossible that there may be holistic types corresponding to 
mammal in biological classification, experience to date is rather against 
this possibility : while we can state often wide-ranging correlations among 
logically independent parameters, these correlations are not sufficiently 
strong or sufficiently wide-ranging to give holistic types rather than cross
classification of languages on different parameters.

However, it does sometimes remain the case that a given language makes 
much greater use of some property than does the average natural language,
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•ai tluit wc can argue that use of this property, though not defining the 
holistic type of the language in question, does nonetheless permeate a 
ii^nittcant part of its structure. Obvious examples would be the classifi-
• wion of a language as being a case language, or as being tonal. Tonal 
languages differ very much from one another on other parameters : some, 
like Vietnamese, are isolating, each word consisting of just a single mor
pheme, while others, such as most Bantu languages, have complex mor
phologies, mainly of an agglutinating type; some tonal languages are verb
ind), like Burmese, whereas others are SV O , like Vietnamese. But the fact 
r liLit lexical and/or morphological distinctions can be carried by tone does 
icpresent an important general characteristic common to all such 
liinguages, and there are many properties common to the phonological 
processes that are found across tone languages but which have no immedi
ate counterpart in non-tonal languages.

As a different example of the same kind of phenomenon, we might refer 
ro the role of animacy in Yidiny. Many languages have structural re
flections of degrees o f animacy (e.g. the distinction between living and 
non-living entities, within the former between human and animals* and 
within animals between higher and lower animals), as will be discussed in 
more detail in chapter 9, but Yidiny happens to have a particularly large 
number of logically independent reflections o f animacy in its structure. In 
Yidiny, animacy is basically a question of degree, rather than of absolute 
cut-off points, so that where a given structural feature correlates with 
animate rather than inanimate, this usually means that it is more likely to 
be used with a noun phrase whose referent is higher on the animacy hier
archy, rather than that it will necessarily be used with noun phrases with 
referents above a certain point on the hierarchy, and never used with those 
below that cut-off point, although in certain instances there are cut-off 
points. One reflection of animacy is in the choice of demonstrative pro
nouns, where for instance ‘ th at’ is more likely to appear 2t&yun?dyu- with 
noun phrases higher in animacy, and is obligatory in this form with human 
noun phrases; but as rjurjgu- with noun phrases lower in animacy. O f two 
possessive constructions, one placing the possessor in the genitive (e.g. 
r}ad*in dungu "my head’) and the other simply placing the possessor in 
apposition to (in the same case as) the head noun phrase (e.g. rjayu dungu 
4 my head literally * I head ’), either can in principle be used with any kind 
of possessor noun phrase, but in fact the genitive is more likely the higher 
in animacy the possessor is. The case of the patient in a derived intransitive 
construction called the antipassive (see section 5.3) can be in either the 
dative or the locative: here, as with the demonstratives, there is, in part, a 
cut-off point, in that noun phrases with human reference must stand in the 
dative case, but otherwise either the dative or locative is possible, prefer-
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cnce for the dative correlating with degree of animacy, as in bun*a 
wagudyanda (d a t i v e ) wawa :<Pinyu ‘ the woman saw the m an’ (literally 
‘ woman man saw ’); yayu baimbi :ny<Pa (LOCATiVE)/Wm&t : nda (d a t i v f ) 
wawa :d?inyu ‘ 1 saw the locust *; yayu maiba : (l o c a t i v e ) (less commonly, 
tvalba :nda (DATIVE)) wawa :d*in*u ‘ I saw the stone', The constructions 
where animacy is relevant are very different from one another : form of the 
demonstrative, case marking o f a patient which is not a direct object, 
choice o f possessive construction; therefore the fact that animacy is re
levant to each o f these constructions provides our basis for saying that 
animacy in Yidiny is more significant in the typological characterization of 
this language than in the characterization of most languages. We can thus 
say that high relevance of animacy is a language-specific typological fea
ture of Yidiny. It does not serve as a significant parameter in more general 
typology, in particular in that the set of languages where animacy is not 
particularly relevant does not form a natural class. N or is it the basis for a 
holistic typologization of Yidiny, since in most of Yidiny structure ani
macy is not relevant. Other examples of language, language-group, or 
language-area specific typological parameters will occur at various points 
in subsequent chapters.

2.3 M O RPH OLO G ICA L T Y P O L O G Y

Although a number of bases for holistic typologies have been suggested 
over the history of typological studies, there are two which are particularly 
important, at least from a historical point of view. The first o f these, 
morphological typology, was predominant in the nineteenth and early 
twentieth centuries, although it also retains an established place in text
books of general linguistics; this is the subject of the present section. The 
second, word order typology, is discussed in chapter 4. Although the view 
expressed in the present book is that neither of these does in fact provide 
the basis for a holistic typology, each o f them can serve to provide typo
logization o f a significant part of language structure.

Although morphological typology has a long history, going back at least 
to the beginning o f the nineteenth century, there has been a tendency for 
some of the tenets o f this typology to become ossified, and in the present 
section wc aim not only to give an account of the traditional lore con
cerning morphological typology, but also to look at some improvements 
that can and must be made if the fullest advantage possible is to be drawn 
from this way of typologizi :g languages. But first, we will examine the 
traditional classification.

Morphological typology usually recognizes three canonical types of 
language: isolating, agglutinating, and fusional, to which is sometimes
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added a fourth: polysynthctic (or incorporating). An isolating language is 
one which has no morphology, i.e. at least ideally, a language where there 
is one-to-one correspondence between words and morphemes. An example 
of a language which comes close to the isolating type is Vietnamese, as can 
be illustrated by the following sentence :

K hi tôi dên nhà ban tôi> chùng toi bât ââu làm bài.
when I come house friend I p l u r a l  I begin do lesson
'W hen I came to my friend’s house, we began to do lessons.*

Each of the words in this sentence is invariable, there being no morpho
logical variation for, for instance, tense (cf. English comejcame, be
gin/began) or case (note that Vietnamese has tói for both ‘ I * and £my 
perhaps even more strikingly, plurality is indicated, in the case of pro
nouns, by the addition of a separate word rather than by morphological 
means, so that the plural of tói ‘ I* is chùng toi ‘ we*. Moreover, it is in 
general true that each word consists of just a single morpheme, with the 
possible exception of bât ââu 1 begin % which is arguably a word on some 
criteria, e.g. unity o f  meaning, although it can be segmented, at least 
etymologically, into two morphemes : bat ‘ seize * and dau * head * ; we shall 
return below to some problems in establishing whether or not one has in 
fact one-to-one correspondence between words and morphemes.

In some discussions of morphological typology, one comes across the 
term monosyllabic language, in addition to or in place of isolating 
language. Although there is a certain correlation between isolating and 
monosyllabic languages, the two parameters are in principle distinct, and 
for purposes of morphological typology it is isolating structure that is 
relevant. Thus one could imagine a language where there is no morphology 
but where each word ( = morpheme) may consist o f any number of syll
ables. Conversely, one could imagine a language with some morphology 
but where the morphology was restricted to changes in consonants and 
tone, without affecting the monosyllabic nature o f the word. We therefore 
retain the term isolating here.

In an agglutinating language, a word may consist of more than one 
morpheme, but the boundaries between morphemes in the word are always 
clear-cut; moreover, a given morpheme has at least a reasonably invariant 
shape, so that the identification of morphemes in terms of their phonetic 
shape is also straightforward. As an example, Turkish will serve, the illus
tration being from the declension of nouns. In Turkish, nouns vary for 
both number and case (and also other parameters not treated here, e.g. 
possessor), with a system of two numbers (singular, plural) and six cases
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(nominative, accusative, genitive, dative* locative, ablative). However, for 
a given noun form it is always possible to segment clearly into lexical stem, 
number affix (zero in the singular, -lar in the plural), and case affix (zero in 
the nominative, -i in the accusative, -in in the genitive, -a in the dative, -da 
in the locative» -dan in the ablative), as in the following paradigm of the 
word adam 4 m an5 ;

Singular Plural

Nominative adam adam-lar
Accusative adam-i adam-lar-i
Genitive adam-in adam-lar-in
Dative adam-a adam-lar-a
Locative adam-da adam-lar-da
Ablative adam-dan adam-lar-dan

(Note that the plural affix always precedes the case affix.) As is suggested 
by the term agglutinating (cf. Latin gluten ‘ g lu e’), it is as if the various 
affixes were just glued on one aftej the other (or one before the other, with 
prefixes). ^

In a fusional language, however, there is no such clear-cut boundary 
between morphemes, the characteristic o f a fusional language being that 
the expression of different categories within the same word is fused to
gether to give a single, unsegmentable morph. This can be illustrated by 
Russian declension : Russian has a two-way number distinction (singular, 
plural), and a six-way case distinction (nominative, accusative, genitive, 
dative, instrumental, prepositional). In Russian, moreover, even the fused 
affixes do not have invariant shape, since in different declension classes 
different affixes are used. This is illustrated below with declensional forms 
of the noun stol 1 table ’ (declension la) and lipa £ lime-tree * (declension 
II):

la
Singular Plural

II
Singular Plural

Nominative stol stol-y lip-a lip-y
Accusative stol stol-y lip-u lip-y
Genitive stol-a stol-ov lip-y lip
Dative stol-u siol-am lip-e lip-am
Instrumental siol-om stol-ami lip-oj lip-ami
Prepositional stol-e stol-ax lip-e Up-ax

Clearly, there is no way in which a form like genitive plural stcl-ov1 o f tables1 
can be segmented into an affix for number and an affix for case, rather the
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whole affix -ov is a single affix combiningexpressionofboth case and number 
( a portmanteau morph). And even knowing that -ov is the genitive plural affix 
in declension la, we have no way of predicting the genitive plural affix in 
deelension II, which happens to be zero.

In place of the term fusional> one sometimes finds the term flectional, or 
even inflectional, used in the same sense. This is not done in the present work 
to avoid a potential terminological confusion : both agglutinating and fusion
al languages, as opposed to isolating languages, have inflections, and it is 
therefore misleading to use a term based on (in)flection to refer to one only 
of these two types. The availability of the alternative term fusional neatly 
solves the terminological dilemma.

The fourth morphological type, which is sometimes, though by no means 
always, included, ispolysyntheticor incorporating. Although these two terms 
are sometimes used interchangeably, it is possible and advisable to make a 
distinction between them. Incorporation refers to the possibility of taking a 
number of lexical morphemes and combining them together into a single 
word. In a limited way, this is possible in English with various processes of 
compounding, as when the lexical morphemes szvim and suit are com
pounded together to give swimsuit. In some languageSj however, this process 
is extremely productive, giving rise to extremely long words with a large 
number of incorporated lexical morphemes, often translating whole sen
tences of English, as in Chukchi tB-meyijd-levid-ptyt-vrkvn ‘ I have a fierce 
hcad-ache% which contains three lexical morphemes : meyy- ‘ great, big*, 
levi- ‘ head’, and pzyt- ‘ ache*, in addition to grammatical morphemes r- 
(lirst person singular subject) and -rkdn (imperfect aspect).

Polysynthesis, however, refers simply to th e  fact that, in a language of this 
type, it is possible  to c o m b in e  a large n u m b e r  of m o rp h e m e s ,  be they lexical  
or  g ra m m a tic a l ,  into a single word, often corresponding to a w hole sentence 
of English, as in Eskimo (Siberian Y  upik) angya-ghlla-ng-yug-tuq1 he wants  
to acquire a big boat ’ , literally ‘ boat-AUGMENTATiYE-ACQUiRE-DESiDERATlvE- 
3SINGULAR In Eskimo, in contrast to Chukchi, a given w ord  contains only 
on e lexical m o rp h e m e ,  all the others being grammatical, i.e. Eskimo is poly
syn thetic ,  b u t  not incorporating. We thus see that in co rp o ra tio n  is a special  
case of polysynthesis ,  n am ely  where lexical m o rp h e m e s  can be co m b in e d  
tog ether into a single polysyn th etic  c o m p le x ,  and we shall therefore use 
polysynthetic as a cover-term for this type as a w hole.

One of the reasons for the omission of polysynthetic from many lists of 
morphological types is that its inclusion destroys the homogeneity of the 
ovcr-all morphological typology. Although we classified the Chukchi and 
Eskimo examples given above as instances of polysynthesis, they are also 
clearly instances of agglutination : in the Chukchi example, we can segment 
off the individual lexical and grammatical morphemes, and these are more
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over largely invariable (the major exception being the* largely predictable* 
occurrence o f the vowel z to break up consonant clusters, especially at morp
heme boundaries) ; likewise, in the Eskimo example, we can readily segment 
off the individual grammatical suffixes» and these are again constant in form. 
(In a more thorough study o f both Chukchi and Eskimo, it would become 
apparent that both languages also have a certain amount o f fusion, although 
this does not interact with polysynthesis.) Thus agglutination and poly
synthesis represent different parameters, which can operate independently, 
rather than different values o f the same parameter.

However, to exclude polysynthesis from morphological typology for this 
reason is not necessarily justified, in particular because polysynthetic 
languages do, in a very real sense* provide the counterpoint to isolating 
languages in terms of the number of morphemes per word: in isolating 
languages, each word consists o f just one morpheme, whereas in a poly
synthetic language, or rather in an ideal polysynthetic language, each sen
tence consists of just one word, this word in turn consisting o f as many 
morphemes as are necessary to express the intended meaning. Over all, this 
suggests abandoning morphological typology in terms of a single parameter 
that is designed to cover all morphological types, and rather to operate with 
two parameters. One of these parameters will be the number of morphemes 
per word, and its two extremes will be isolating and polysynthetic. The other 
parameter will be the extent to which morphemes within the word are readily 
segmentable, its two extremes being agglutination (where segmentation is 
straightforward) and fusion (where there is no segmentability). W e may refer 
to theBe two parameters as the index of synthesis and the index of fusion. 
Note that the index of fusion is, by definition, irrelevant in dealing with 
isolating languages. Otherwise, what are traditionally called polysynthetic 
languages become languages with a high index of synthesis (in addition, they 
may or may not also have a high index of fusion; for reasons discussed 
below it is inevitable that a language with a very high index of synthesis 
will also have a low index of fusion, even though the two parameters 
are logically independent). The traditional class of agglutinating languages 
corresponds to those with a low index of fusion (and, in terms of the tradi
tional fourfold classification, an intermediate index of synthesis, i.e. neither 
isolating nor polysynthetic), Finally, the traditional class o f fusional 
languages corresponds to those with a high index of fusion (bearing in mind 
that isolating languages have neither a high nor a low index of fusion : this 
index simply does not apply to them).

The preceding discussion has surreptitiously introduced another aspect of 
morphological typology. At the outset of our discussion we assumed, very 
simplistically, that the typology would consist of three or four ideal types, 
among which we could distribute the languages o f the world. In fact, how
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ever, although wc can establish these ideal types, the majority (perhaps af I) of 
the world's languages do not correspond exactly to one or other of these 
types, but rather fall between the two extremes on each of the indices of 
synthesis and fusion. Thus instead of providing a discrete typology, murpho 
logical typology provides us with a continuous typology* i.e. for a given 
language we can assign that language a place along the continua defined by 
t he index of synthesis and the index o f fusion. W e shall illustrate thin, urul 
some of the other attendant problems* in the following paragraphs, starting 
with the index o f synthesis.

In terms of the synthetic-analytic dimension, there are clearly him nr 
languages that at least approach the analytic end of the spectrum, i.e. wlirrc 
there is almost one-to-one correspondence between words and morphrmen ; 
Vietnamese, cited above> is a good example. However, there is prohublv m\ 
language that even approaches the opposite end o f the spectrum, i.e. thrrr in 
no language where it is obligatory to combine as many morpheme# i\h 
aible into a single word, i.e. where there would be absolute identity bn wn n 
t he word and the sentence. Although in Eskimo, for instance, it is cun y t* ■ lt«i«l 
sentences consisting of just a single word that consists in turn of u fmy« 
number of morphemes, it is just as easy to find sentences consistinK "I nu »• • 
than one word, and there are many instances where it is not pnfmbir in 
combine morphemes together into a single word: as noted above, línkimn 
has no way o f combining lexical morphemes together, so that if u nlvm  
lexical morpheme has no semantically equivalent grammatical morpheme■, 
then there is no way in which that lexical morpheme can be combined 
together with any other lexical morpheme into a single word. liven in 
Chukçhi, which does have the possibility of combining lexical morpheme* 
together, there are severe constraints limiting the possibilities o f doing so . Ji u 
instance, there is no way of incorporating a transitive subject or most int run 
sitivé subjects into the verb, so that while a sentence of three words like rwwvr 
kupren nantwattn ‘ the friends set the net ’ (literally1 friends net set ’) can be 
reduced to two by incorporating the direct object, giving tumyst kopruntj- 
vatyPat, there is no way in which the subject4 friends ’ can in turn be incor
porated to give a one-word sentence containing the three lexical morphemes, 
The index o f synthesis is thus best viewed as an index of the degree of 
deviation from the ideal analytic type in the direction o f synthesis,

But even in trying to apply the index of synthesis in practical terms, for 
instance by dividing the number o f morphemes by the number of words, 
certain practical problems arise which indicate that still further attention 
must be paid to the theoretical bases of morphological typology. Perhaps the 
most obvious, and the most widely discussed in the literature, is the question 
of establishing word boundaries, and thence the number of words in a sen 
tence : even in Vietnamese, we noticed this problem with the expression (one
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word or two?) bat i ä u 1 begin \ While the canonical definition of the word as 

a * minimal free form * gives a lot of mileage, and is particularly useful in 

dealing with languages rich in polysynthesis, where the individual morp

hemes are frequently clearly not minimal free forms* problems can arise in 

much more mundane cases> e.g. with the English definite article in the man, or 

the French unstressed pronouns in je  le vois11 see him * (literally41 him see *), 

where, despite the orthographic conventions* there is little reason for as

suming that the3je> or le is a free form, i.e. pronounceable in isolation (other 

than by linguists). But whether je  le vois is counted as one word or three can 

make a significant difference to the index of synthesis for French.

Another problem for the index of synthesis arises when one tries to count 

morphemes, in languages with either zero morphs or portmanteau morphs. 

In English, the plural c a ts  is clearly two morphemes, but less clear is the 

number of morphemes in the singular cat : just one morpheme, or a lexical 

morpheme cat plus a grammatical zero morpheme? In terms of cross- 

language comparison, a decision one way or the other can again be of ex

treme importance for the statistics involved) since if English cat consists of 

just one morpheme, then English will be reduced in degree of synthesis 

relative to Russian, where the singular kosk-a has an affix just as much as 

does the plural kosk-i. In analysing a Spanish verb form like camas 4 you 

sing3, should this be analysed as two morphemes (stem cam- or canta- and 

affix -5 or -as), or should one rather factor out all the categories which are 

fused together in that ending (second person, singular, present tense, in- 

dicative mood, first conjugation), giving, together with the lexical mor

pheme, as many as six morphemes? While a consistent decision can be 

made, at least arbitrarily, the precise decision made will radically alter the 

comparison between a language like Spanish, with widespread occurrence 

of portmanteau morphs (especially in the verb system), and an agglutin

ating language like Turkish, where there is little or no controversy sur

rounding the number of morphemes in a word (except, perhaps, for the 

counting of zero morphs).

Turning now to the index of fusion, we should recall the two compo

nents of agglutination that were mentioned above: segmentability of 

morphemes, and invariance of morphemes, of which the former is perhaps 

more important in previous treatments of agglutination, although the 

second should also not be left out of account, especially in comparing 

agglutination with fusion -  which is, after all, what the index of fusion 

does. Here, we can take agglutination as the norm : clearly segmentable and 

invariant morphemes, and define the index of fusion as deviation from this 

norm. T h e extreme deviation from this norm would thus be suppletion, 

wIktc* there is absolutely no segmentability and no invariance, as with 

went us I he past tense of go. Thus a language which represented the
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ideal fusional type would have all of its morphology in terms of suppletion; 

il it also had an ideally high index of synthesis, then each sentence would 

iiimply be totally and unsegmentahly distinct from every other sentence of 

the language. Given that a language consists of an infinite number of 

.sentences, this is clearly a practical impossibility, which means in practice 

that as the index of synthesis gets higher, the ratio of agglutination to 

fusion must also increase; more radically stated, there can be no such thing 

us an ideal fusional polysynthetic language. This demonstrates the advan

tage of taking isolating structure and agglutinating structure as the bases 

from which deviations are calculated by the two indexes.

We may now look at problems internal to the index of fusion, starting 

with segmentability and then turning to invariance. T h e problem with 

segmentability is that it is not itself an all-or-none categorization, but 

rather involves degree of segmentability. In the Turkish declension given 

above, segmentation was clear-cut in every instance, If  we look at declen

sion in Hungarian, however, the situation is not quite so straightforward, 

iis can be seen in the following forms, singular and plural, nominative and 

accusative, of h á z ‘ house \  asztal ‘ table \  and fo ly ó 1 river ’ .

Nominative singular ház asztal folyó

Accusative singular házat asztalt folyót
Nominative plural házak asztalok folyók
Accusative plural házakat asztalokat folyókat

It is clear that there are lexical morphemes consisting of at least hàz9 
tisztái, and folyó* that there is an accusative suffix consisting of at least -r, 

und a plural suffix consisting of at least -k . It is thus equally clear that the 

iK.cusattve plural forms consist of three morphemes. What is not clear, 

however, is where exactly the morpheme boundary should be drawn in 

I hose instances where the accusative or plural consonant is preceded by a 

vowel that is not there in the corresponding nominative or singular form, 

r.g. is házat to be segmented hàz-at or háza-t> is asztalokat to be segmen

ted asztaUok-at or asztalo-ka-t> or conceivably asztalo-k-at? Reasons can 

be advanced for both logical possibilities, i.e. both for including the vowel 

us part of the stem and for not doing so, and at present the segmentation 

problem seems irresolvable. This case thus differs from the Turkish case, 

where segmentation was straightforward. However, it differs at least as 

much from the Russian case illustrated above, strict in Hungarian it is clear 

ihat each of the morphemes involved does havci some segmental content 

(e.g. accusative -r, plural -£), whereas in Russian there is no way in which 

any of the segments in the suffixes can be identified as exclusively indica

ting either case or number. Somehow, we want to indicate a degree inter
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mediate between ready segmentability and impossibility of segmentation.

If invariance is included as a further characteristic of agglutinative 

morphology, then the problem of intermediate cases is even worse. First, 

we should illustrate that segmentability and invariance are indeed distinct 

from one another. In Turkish, in general morphemes are both readily 

segmentable and invariant, but there are some exceptions : in particular, 

the first person plural suffix on verbs is readily segmentable^ but has two 

radically different forms, -iz  and -A, which occur in different tense-aspect- 

mood forms* cf. aorist yap-ar-xz 'w e m ake’, conditional yap-sa-k  "if we 

make'. Although there is clear lack of invariance, there is no problem of 

segmentability, i.e. the situation just illustrated is more agglutinative than 

Russian declension (where there ^neither segmentability nor invariance), 

but less agglutinative than Turkish noun inflection (where there is both 

segmentability and invariance).

In some instances, variability of morpheme shape is completely predict

able in terms of general phonological rules of the language in question. In 

Turkish, for instance, rules of vowel harmony account for the different 

shapes of the plural morpheme in adam-lar 1 men ’ versus ev-ler ‘ houses5 

(-lar after back vowels, -1er after front vowels, since vowel harmony pre

cludes the presence of both front and back vowels in the same word). Such 

instances, presumably, should not be considered violations of invariance, 

since the variability of the morpheme is an inevitable consequence of other 

rules of the language. Elsewhere, however, variability in the shape of a 

morpheme represents a continuum reaching its extreme with suppletion, 

but going through a range of intermediate values in terms of the degree of 

variation and the degree of its predictability : thus the alternations of the 

stressed vowels in English divine-divinity and strong~strengtk are com

parable in terms of the phonetic distance between alternants, but whereas 

the former alternation is essentially predictable in morphological terms, 

the latter is idiosyncratic.

A good illustration of the problems that arise in practice when one tries 

to calculate the index of fusion can be seen by comparing noun declension 

in Finnish and Estonian, two genetically very closely related languages. 

First, consider the Finnish forms, for ja lka 1 leg ’ and lip p u 1 flag ' :

Nominative singular ja lka  lippu
Genitive singular jala-n lipu-ti
Partitive singular ja lka-a lippu-a
Partitive plural ja lko-j-a lippu-j-a

With the limited data given here, segmentability is no problem : the plural
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suffix is the genitive suffix -n, and the partitive suffix -a ; likewise, there is 

little variability in morpheme shape: the consonant alternationsk -  Ç> and 

/>/> -  p are largely (though not quite) accountable for in terms of syllable 

structure (the second member of each pair occurs in a closed syllable), and 

the appearance of o in jalkoja  is accountable for morphologically (though 

not phonetically). The situation is very different in Estonian, however :

Nominative singular j* lg lipp

Genitive singular ja la lipu

Partitive singular jalga lippu

Partitive plural jalgu lippe

Although these forms can all be derived diachronically from proto-forms 

close to the actual Finnish forms given above, there is no longer any ready 

segmentability or invariance. Etymologically, all the forms are different allo- 

morphs of the stem, i.e. each is non-segmentable and the alternation among 

the four forms of each word is completely unpredictable in phonetic terms. If 

one adopts the alternative analysis of segmenting off the final vowels as case 

or case-number suffixes, then the degree of variation in the stem is re

duced, but variation is introduced into the suffixes, e.g. ‘ partitive singu

lar * is -a after ja lg , but -1/ after lipp-. This example serves to illustrate not 
only the problems involved in assigning an index of fusion to a morpho

logical system like that of Estonian, where there are weak traces rather than 

clear indications of segmentation, but also the more general point that a 

relatively short time-span can serve to alter a language's morphological 

typology from a fairly clear-cut agglutinating structure to one that is much 

more strongly characterized by fusion.

We may summarize this rather detailed discussion of morphological ty

pology by saying that there are two major indices, independent of one 

another, that are needed in morphological typology : the index of synthesis, 

measuring the number of morphemes per word (low in isolating languages, 

high in polysynthetic languages), and the index of fusion (measuring the 

difference between agglutination and fusion).There are numerous problems 

in practice in quantifying these indices ; in particular, the index of fusion 

actually refers in turn to two logically independent parameters, segmentabil

ity and invariance of morphemes. Despite the long history of morphological 

typology studies, it is clear that many quite basic problems of definition have 

still not really been faced, which is why such immense practical problems 

arise as soon as one actually tries to do, rather than just talk about, morpho

logical typology.
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Although morphological typology does serve the useful purpose of pres

enting an overview of the morphological structure type of a language, it 

remains unclear whether it can be considered a significant typological par

ameter (or set of parameters) in the sense of correlating with other par

ameters outside morphology. O f course, there are some few parameters with 

which morphological types correlate by definition. In chapter 8, for instance* 

one of the types of causative construction with which we will be concerned is 

the morphological causative, whereby a causative is related to its non

causative equivalent morphologically, each being a single word, e.g. Turkish 

öl-dür ‘ cause to die, kilP, in relation to o l  ‘ d ie ’. Clearly* such a causative 

construction can only exist in a language that is not isolating, but this 

follows logically from the definition of the isolating type as having no 

morphology, and does not represent a correlation among logically inde

pendent parameters. Our over-all conclusion is, thus, that morphological 

typology has a secure, but restricted, place in language typology, and it is 

to be hoped that general linguistics textbooks will not continue indefinitely 

to give the impression that this is the only, or most insightful, way of 

classifying languages typologically.

2.4 SOME FU R TH E R  T Y P O L O G I C A L  P A R A M E T E R S

In this chapter we have already mentioned some of the typological 

parameters that have been proposed during the history of typological 

studies as possible bases for wide-ranging typological classifications of 

languages, in particular morphological typology (section 2.3) and word 

order typology (see further chapter 4). In chapter 3, especially section 3.5, 

we illustrate a further such cypological basis, namely the interaction of 

semantic, syntactic, and pragmatic roles* and also morphology, what might 

be referred to as clause-structure typology. In the present section, we wish 

to mention some other suggestions that have been made and have led to 

interesting results, though without going into too much detail in any 

particular case.

The distinction between head-marking and dependent-marking as a 

major typological dichotomy has recently been proposed by Nichols. To  

call a construction head-marking means that the overt indication of 

relations among the constituents of the construction is carried out on the 

head (e.g. the verb of a verb phrase, the head noun of a noun phrase, the 

preposition of a prepositional phrase), as in the following Hungarian 

example* where the only overt indication of the possessive relation in the 

noun phrase is on the head noun:
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tis i mbcr ház- a (i)

I he man house-his

Hv contrast, the English translation of (i) is dependent-marking, since the 

\ lossessive relation is marked on the possessor:

ihe man's house (2)

l >ihcr possibilities that need to be considered are that a construction might 

he simultaneously both head-marking and dependent-marking, as in the 

Turkish translation of (1) and (2):

adam-tn ev~i (3)

m an -G E N IT IV E  house-his

;md that a construction might show no marking, as in the Haruai equi

valent;

nöbö ram (4)

man house

Moreover, different constructions in a given language may show different 

degrees of head-marking versus dependent-marking, so that for instance 

many Indo-European languages are basically dependent-marking but none- 

dieless show considerable head-marking on the verb because of the 

encoding of the person-number o f the subject in the verb (in addition, 

often, to the subject role being encodcd on the subject by nominative case, 

i.e. by dependent-marking), as in the following Latin example:

Puer puell-as am-au  (5)

b o y-N O M IN A T IV E  girls-A C C U S A T IV E  lo ve-SIN G U L A R  

"The boy loves the girls.’

The main strength of this typology lies not so much in the recognition of 

die distinction between head-marking and dependent-marking, which can 

be found in earlier writings, but rather in the attempts to correlate this 

opposition with other features of language structure and to find plausible 

explanations for these correlations. For instance,, Nicholas observes that 

head-marking is preferred in verb-initial languages. This has a ready 

functional explanation in the case of the relations between the verb and its 

dependents: head-marking here means indicating on the verb what its
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arguments are, so that grammatical relations can be established at the 

beginning of a clause; in a head-marking language with verb-final word 

order, one is presented with a series of unmarked noun phrases and has to 

wait until the verb in order to work out what grammatical relations are 

expressed* There is thus a processing explanation for this particular 

correlation.

In recent work in generative grammar, the basic idea of typological 

classification is present in the notion of paramctric variation. Certain 

features of language are considered universal, i.e, impose constraints that 

any language must conform to; these correspond to our notion of language 

universal. For certain other features, a language is free to choose from 

among a limited number of settings for that particular parameter, where a 

parameter normally covers a number of logically independent phenomena; 

this corresponds to our notion of typological classification. For instance, 

the pro-drop parameter covers not only the possibiltiy of freely omitting 

unstressed subject pronouns (whence the name pro-drop), but also the 

presence of widespread encoding of the person-number of the subject of 

the verb, as in the following Italian example:

(N oi) cred-iamo. (6)

we believe-iP LU R A L  

‘We believe.’

Italian is thus a pro-drop language, in contrast to English (no free omission 

of subject pronouns, no rich verb agreement). Another logically indepen
dent phenomenon subsumed under the pro-drop parameter is the possibil

ity of freely inverting subject and verb, as when Italian allows both (7) and 

(8) as declarative sentences when English has only the subject-vcrb order:

Gianni arrtva-a> (7)

Gianni arrive-3SIN G U LA R

Arriv-a Gianni. (&)

‘Gianni arrives.'

The parameters proposed within current generative grammar are highly 

controversial, not least among proponents of this overall approach, but the 

basic idea of parametric variation represents a remarkable convergence of 

ideas with lingusits working in the typological framework.

N O TE S A N D  REFE RE N CE S

For a general survey of approaches to language typology, including re-
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ferences to more detailed historical studies of language typology, see 

(»ramberg (1974). M y own thinking on the relation between universals 

mui typology has been influenced and clarified by Keenan (1978).

The universal that subject usually precedes object in basic word order is 

number 1 in Greenberg (1966b* n o). The preliminary material referred to 

on object-final languages is to be found in Derbyshire & Pullum (1981).

T he information on Hanunoo colour terms is from Conklin (1955). The  

initial publication on universals of colour foci is Berlin & Kay (1969). This 

work has been subject to considerable refinement and criticism, though its 

M-sults seem to stand up at least as universal tendencies. The explanation 

in terms of perception is to be found in Kay &  McDaniel (1978), which 

also includes more recent references on colour terminology and on percep

tual and linguistic theories utilizing prototypes and fuzzy sets.

Universals of tone rules, though with an explicit areal bias to West 

Africa) are discussed by Hyman & Schuh (1974). Dixon (1977* 1 10-12) 

discusses the widespread relevance of animacy in Yidiny.

The major classical work on morphological typology, building on earlier 

work by the Schlegel brothers, is Humboldt (1836); it was Humboldt who 

established the fourfold typology by including polysynthetic. The  

Chukchi example is from Skorik (1961, 102), and the Siberian Yupik 

Hskimo example from Jácobson (1977,2-3).

T h e approach to morphological typology adopted here owes much to 

Nupir (1921), chapter 6; in particular, Sapir introduces the parameters of 

synthesis and technique (the latter approximating to index of fusion). The  

quantification of indices of synthesis and fusion is introduced by Green- 
luTg (i960). Various possibilities for measuring the indices of synthesis 

and fusion are discussed by Altmann & Lehfeldt (1973, 108-12); despite 

ihr title (‘ general language-typology’), this book is concerned almost ex

clusively with quantitative typology. A  more detailed account of agglutin- 

ution versus fusion in Finnish and Estonian may be found in Comrie 

i r «>Ü2b). Head-marking versus dependent-marking typology is presented in 
Nichols (1986); the correlation between head-marking and verb-initial 

order is discusscdon pages 81-3. For ;a critical account of some parameters 

I hat have been proposed in recent typological work, including parametric 

variation in generative grammar, see Comrie (forthcoming). The pro-drop 

Parameter is discussed in Chomsky (1981).

There are several works that give an overview of the typological structure 

ol" one or more languages -  indeed, one can argue that this material should 

hr readily retrievable from any good grammar. Sketches of several lan

gages (Easter Island, Japanese, and Mandarin Chinese) are included in 

Í .rhmann (1978b). Briefer, more introductory sketches of a larger number 

nf languages are included in Shopen (19793, b). See also the references to
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work by Sandra A. Thompson and John A. Hawkins in the notes and 

references for chapter 3.

Detailed typological overviews of a range of syntactic topics are included 

in Shopen (1985); these volumes could well serve as a set of further 

readings in conjunction with the present book.



3

THEORETICAL 
PREREQUISITES

'This chapter is not so much a study of language universals and typology as 

such, but rather an outline presentation of some of the notions that will be 

relevant in the discussion of particular aspects of universals and typology in 

subsequent chapters. However, section 3.5 does present a synthesis of the 

material in the rest of the chapter that is relevant directly to language ty

pology, in the form of some contrasts between basic clause structure in 

English and Russian.

Much of the detailed discussion of the body of the book is concerned* in 

one way or another, with the valency of predicates, i.e. with the number and 

kind of noun phrase arguments that a particular predicate (usually, a verb) 

ran take. An obvious example, from traditional grammar, would be the 

statement that the v e r b ^ e  takes three arguments : subject, direct object, and 

indirect object. Another way of describing the valency of the verb^we would 

he to say that it takes an agent (the giver), a patient (the gift), and a recipient. 

1'here are thus several terminologies within which we can describe the val

ency of a verb, and in the present chapter we shall be looking at three such 

terminologies in particular : semantic roles, pragmatic roles, and grammatical 

( syntactic) relations. In addition, there will also be a brief discussion (section 

V4) of morphological cases, especially in relation to grammatical relations. 

The aim of this chapter is clearly not to provide an exhaustive account of the 

various kinds of relation a predicate can contract with its arguments, but 

rather to clarify certain more specific issues that will be of relevance for the 

subsequent discussion.

1.1 S E M A N T I C  ROLES

Recent interest in semantic roles within descriptive linguistics stems largely 

from the work, originally using English material, within the framework of
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case grammar. This model made explicit an important point that had re

ceived virtually no treatment within previous models of transformational- 

generative grammar, namely that the various grammatical relations of 

English bear only a very loose correlation with semantic roles, and that 

therefore some other vocabulary* in addition to grammatical relations, is 

required to give a complete account of the syntax and semantics of valency in 

English. Thus, if one takes the sentences John opened the door with the key> 
the key opened the doory the door opened5 then simply to say that the subjects 

of these sentences are, respectively, John^ the key, and the door fails to recog

nize that the semantic role of the subject is different in each example, a 

difference that can be described by assigning the semantic roles, respectively, 

of agent, instrument, and patient. Conversely, simply to describe the gram

matical relations of these sentences fails to note that although the door is 

sometimes direct object and sometimes subject, yet still its semantic role 

remains constant (as patient); although the key is sometimes a non-direct 

object and sometimes a subject, again it always fulfils the same semantic role, 

of instrument.

In relation to straightforward examples like the English examples just 

discussed, the problem seems to have a ready solution, but this is not so when 

one turns to a wider range of data. In particular, one major problem thai 

arises is the justification of the set of semantic roles, and the justification of 

particular assignments of semantic roles. The former problem can be seen in 

the tendency for the list of semantic roles to grow with each new contribution 

to the literature. Thus if one distinguishes between agent, defined say as the 

conscious initiator of an action, and instrument as the means used by the 

agent to carry out the action, then one needs a third semantic role for the 

wind in the wind opened the door> say natural force, since the wind is neither a 

conscious initiator nor a tool used by some conscious initiator. The second 

problem can be illustrated by considering a sentence like John rolled down 
the hill : here, it would be misleading to consider John simply as a patient, as 

he would be in the sentence M ary rolled John down the hill> since at least one 

possible interpretation of the former sentence is that John consciously in

itiated his roll down the hill ; on the other hand, it is equally misleading to 

classify John simply as an agent, since he is also undergoing the rolling 

action.

Given our interests in the present book, we shall not attempt to provide a 

general solution to the problem of enumerating and assigning semantic roles, 

but rather limit ourselves to the following two more restricted objectives -  

elsewhere, in the course of the exposition, we will often make informal use of 

terms from case grammar. First, our discussion will be limited to a relatively 

narrow area within the totality of semantic roles, namely the area concerned 

with such roles as agent, force, instrument, experiencer, and patient, the
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last-named referring to Llie entity that is said to be in a certain state or to 

u n d e r g o  a change in state. Secondly, we will assume that in order for a 

distinction of semantic role to figure in a universal inventory of semantic 

roles* it must be the case that at least one possible language has some 

grammatical correlate of this semantic distinction. In practice, this means 

that justification of a semantic role requires such evidence from an actual 

language. This avoids the problem of multiplying the number of semantic 

roles to encompass all possible conceptual distinctions.

The most important point that we want to make concerning the relations 

among agents force, instrument* and patient is that this is not so much a set of 

discrete semantic relations* but rather a continuum* the labels representing 

different points along this continuum. The continuum as a whole can be 

regarded as a continuum of control* and we shall use this term rather than 

the set of discrete labels* except informally. Our task is therefore to ascertain 

whether distinctions in terms of control find formal linguistic reflection in 

one or more languages, correlating with the conceptual distinction that can 

be drawn among conscious initiator (John of John opened the door), mindless 

initiator (the wind of the wind opened the door)y mindless tool (the key of John 

opened the door with the key)y and entity affected by the action (the door in 

each of these examples),

If we take an English sentence like I  feïU then there is no grammatical 

indication of the degree of control that we exercised; it may have been the 

case that we deliberately fell down (full control), it may have been the case 

that we fell owing to our carelessness (potential control not exercised), or it 

may have been the case that we inadvertently succumbed to a hostile 

universe or were pushed (no control). In some languages, however* it is 

possible to express this kind of distinction in certain constructions. For 

instance, in Tsova-Tush there are two ways of translating this English 

sentence, of which (i) has the intransitive subjcct in the absolutive case, 

and (2) has the intransitive subject in the ergative, usually reserved for 

transitive subjects:

So voz-en-w

I—ABSOLUTIVE fall-AORIST-ISINGULAR:ABSOLUTIVE ( i )

As vuià-n-as

I—ERGATIVE fall-AORIST-ISINGULAR:AORIST (2)

The difference is entirely one of control : version (2) implies that we had more 

control over the event described, perhaps in that we deliberately fell, or more 

likely in that we should have exercised control but failed to do so ; (2) cannot* 

however, be used to describe a situation where we fell through no fault of our
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own. Essentially the same distinction is found in Chickasaw, except that here 

the distinction is shown by different sets of person-and-number affixes on the 

verb:

Both can be translated into English a sc I fell down but (4), the more marked 

form, indicates that I fell down on purpose. Although such distinctions, 

correlating with different degrees of control, are found sporadically across 

the languages of the worlds we arc not aware of any language where the case 

marking or verb agreement system is completely general in this respect i.e. 

where this part of the morphology would be determined purely in terms of 

semantic roles. In Tsova-Tush, this opposition is restricted to first and 

second person pronouns. In Chickasaw, there are numerous verbs which 

seem simply to require one or other set of affixes, irrespective of degree of 

control, e.g. ïla-li ‘I am different4, with no indication that I am deliberately 

being different.

Another area where differences in degree of control show up quite fre

quently across languages is in causative constructions, as discussed in more 

detail in chapter 8. For the present, we will restrict ourselves to giving some 

examples where the degree of control retained by the causee is different 

depending on the case used to encode this semantic role. In Japanese, for 

instance, there are two ways of translating ‘ Taroo made Ziroo go in the first 

of which Ziroo is in the accusative (postposition o), in the second with the 

postposition ni (which is used for a variety of semantic roles* e.g. recipient, 

location, instrument) :

Taroo ga Ziroo 0 ikasêia. (5)

Tar00 ga Ziroo ni ikaseta. (6)

The difference is that (5) assigns minimal control to Ziroo, while (6) allows 

that Ziroo may have retained greater control : for instan ce, (5) often corre

sponds to ‘ Taroo forced Ziroo to go  ̂while (6) corresponds to * Taroo got 

Ziroo to go, persuaded him to go, got him to go by asking nicely A similar 

distinction with the causative of a transitive verb is found in the following 

Kannada examples :

Avanu nanage (d a t i v e ) bnke\annu tinnisidanu. (7)

< He caused me to eat ( fed me) a biscuit/

Avanu nanninda (i n s t r u m e n t a l ) bisketannu tinnisidanu. (8)

‘ He got me to eat a biscuit/

Sa- 1 tola. (3)

(4 )
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Sentence (7) implies little or no control retained by the causee (person 

causcd to do the action), and might be appropriate, for instance* for some

one feeding a baby or force-feeding someone on hunger strike, while (8) 

suggests rather that the causer worked indirectly on the causee to get him 

to eat the biscuit, for instance by persuading him without the use of force.

On the parameter of control, it might seem that there is no distinction 

between experiencer and patient* since in general one does not have control 

over one’s own sensory experiences: one can choose whether or not to look 

at something, but one cannot choose (except metaphorically) whether or not 

to see something. However* there is a crucial difference* in that for an entity 

to be an experiencer presupposes that it must be sentient, capable of receiving 

sensory experiences, and this is crucial in distinguishing experiencer from 

patient (which may be, but does not have to be, sentient)* and also in 

distinguishing experiencer from non-patient of the continuum of control: 

an experiencer has no (necessary) control over the reception of sensory 

impressions. Although many languages treat expericncers just like initia

tors of actions* as in English I hit the man and I saw the man> there are also 

many languages that distinguish them. In Lak* for instance, the dative case 

is used for the subject of a verb of perception, whereas the ergative is the 

usual ease for the subject of a transitive verb:

Buttan  (d a t i v e ) xxal xunni, (9)

‘ Father saw brother.’

Buttai (e r g a t i v e ) bavxxunnu ur cu. (10)

'Father sold the horse.’

Causative constructions again sometimes cvince a distinction between 

experiencer and non-experiencer causee. In French* for instance* the 

causec in the causative of a transitive verb can usually be expressed either 

by a noun phrase in the dative (preposition à) or by the use of the pre

position par ‘ b y ’ :

J*ai fa it manger les gateaux à/par Paul. (11)

‘ I made Paul eat the cakes.’

Where the verb expressing the result is one of perception, however, the 

experiencer-causee can only stand in the dative :

J 'a ifa it  voir les gâteaux àj*par Paul. (1 2 )

‘ I made Paul sec the cakes.’

From the preceding discussion* it might seem that the continuum of 

control and the distinction of experiencer from patient are concerned with
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animacy* but in fact it is crucial to keep these two parameters apart. N o 

tions like control and experiencer refer to a relation between the predicate 

and one of its arguments. The scate of animacy* however, to which we 

return in more detail in chapter 9, is concerned with an inherent property 

of noun phrases, irrespective of their role within a particular construction. 

Thus the noun phrase the man is always high in animacy* although it may 

vary in degree of control, having high control in the man deliberately hit me> 

minimal control in I  hit the man, and either high or low control in the man 

rolled down the hilU depending on the particular interpretation assigned. 

The distinction between the relations and inherent properties is par

ticularly clear in an opposition like that between Tsova-Tush sentences (1) 

and (2): the noun phrase £wey is very high in animacy in both examples* but 

the degree of control is different. More generally: a high degree of animacy 

is neccssary for a noun phrase to be interpreted as having a high degree of 

control or as an experiencer, but is not a sufficient condition.

3.2 P R A G M A T I C  ROLES

By pragmatic or discourse roles, we refer to the different ways in which 

essentially the same information, or the same semantic content* can be 

structured differently to reflect the flow of given and new information» A  

simple way of illustrating differences of pragmatic role of noun phrases is 

by taking question and answer sequences:

—  Who saw B ill?— John saw Bill/him. (13)

— Who did B ill see ? — Bill!he saw John . (14)

In such interchanges, as indeed in any natural discourse* it is normally the 

case that the speaker and hearer share certain information in common* but 

that there is also some information that they do not share. Thus in (13), the 

questioner assumes that both he and his interlocutor know that someone 

saw Bill, and the questioner wants a piece of new information ; this new 

information is given by the answerer as the noun phrase John. Likewise, in 

(14), the questioner assumes as common knowledge that Bill saw someone* 

and requests a piece of new information* provided by the answerer as John. 
In talking about pragmatic roles* as opposed to semantic roles, we are not 

restricted solely to noun phrases  ̂ since the new information may be the 

verb phrase, as in (15)* or even the whole sentence* as in (i6)> but for the 

present purposes we will in fact restrict ourselves to the pragmatic func

tions of noun phrases :

— What did B ill do? — Bill/he wem straight home. (15)

— What happened? — B ill went straight home. (16)
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I'hc terminology loi describing pragmatic functions is even less stan

dard than that lor describing semantic roles* the differences being concept 

luiil as well as purely terminological, but for present purposes we will need

io make only two distinctions; we will therefore introduce the terminology 

used here for these distinctions, and stick to this terminology throughout 

the rest of the book. The essential piece of new information that is carried 

by a sentence will be referred to as its focus. Thus the focus of (13) is John> 
that of (14) is John> that of (15) is went straight home> and that of (16) is B ill 
went straight home. The use of question and answer sequences is par

ticularly useful in illustrating focus distinctions, since the nature of the 

question forces the answerer (assuming he is being cooperative) to select a 

particular part of his reply as focus. However, the distinction between 

focus and non-focus can be applied to any sentence.

In English, in general, there is no grammaticalized indication of focus, 

although focus is usually shown intonationally in the spoken language by 

being assigned sentence stress (intonation nucleus). In some languages, 

however, there is such grammaticalization. In Hungarian, for instance, the 

focus must immediately precede the finite verb (as must the question word 

in a special question). Thus the question i who saw Zoli?* could be 

phrased as either (17) or (18) in Hungarian, and likewise the reply 4 Vili 

saw Zoli ’ could be cither (19) or (20), but no other word orders are pos

sible, because they would involve separating the focus from before the 

verb:

K i látta Zoli-t ? (17)

Zoli-t ki látta? (18)

V ili látta Z o li 't. (19)

Zoli-t Vili látta. (20)

(In these examples -r is the accusative (direct object) suffix; látta f he saw 3 

is used when the direct object is definite, otherwise látott.) In Hungarian, 

incidentally, this rule operates independently of grammatical relations, so 

that if the focus is direct object then it also must immediately precede the 

verb:

K i-t  látott Zoli?  or Zoli ki-t látott ? (21)

‘ Who(m) did Zoli see?’

Zoli Vili-t látta or Vili-r látta Zoli. (22)

‘ Zoli saw Vili/

Even in English, there is one instance where focus is the determining 

factor in word order, namely with special questions, where the wh- word
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expressing the focus must be sentence-initial (or part of the sentence- 

initial noun or prepositional phrase), so that although direct objects nor

mally follow the main verb in English, we still have who(m) did B ill see? It 

is by no means necessary for a language to exhibit this relevance of focus* 

since in Mandarin Chinese, for instance, one has the word order Zhangsan 
kán shéi?> literally ‘ Zhangsan see who? ’ for English 1 who does Zhangsan 

see?*

The second distinction that we need to introduce is that between topic 

and comment. We define topic (sentence topic) as ‘what the sentence is 

about*; the remainder of the sentence is the comment. Again, the easiest 

way to appreciate this distinction is to look at mini-dialogues where the 

choice of topic is forced. In English, for instance, if one person asks a 

question like and what about Bill?y then his interlocutor is forced, assuming 

he is being cooperative, to select B ill as topic of his reply. Thus if a dialogue 

starts out by A  saying B ill sold the cary and B then asks and what about 
John?> then A  must continue by saying something about John, for instance 

John sold the bike, John didn't sell his car. Conversely, if B had said and what 
about the bike?y then A  would have had to give a reply with the bike as topic, 

e.g. B ill didrit sell the bike} or John sold the bike. From the fact that John sold 

the bike is felicitous as an answer to either question, we observe that in 

general English does not have any grammaticalization of topic versus 

non-topic (comment) status. Some languages, however, do* for instance 

Japanese, with a special topic marker zva to indicate the topic of the 

sentence.

Although in general English does not have grammaticalization of topic 

or focus, there are some more restricted kinds of topic and focus that can 

be grammatical ized. These are contrastive topic and focus, i.e. where one 

wishes to select one topic or focus from a delimited set of topics or focuses. 

With topics, this is indicated in English, especially spoken English, by 

preposing the topic noun phrase, as ín Johny I  know; the implication is that, 

of the various entitles that constitute the potential range of topics, there is 

one, namely John, that I do know, whereas I am not indicating whether or 

not I know the others. With focus, the construction is with sentence-initial 

it's X  that, where X  represents the focused noun phrase. Thus if someone 

offers me a range of books and asks which particular book I want to take, I 

can reply by saying it's that one over there that I  want. In English, however, 

these are not general topic or focus constructions, so that it would be 

inappropriate, for instance, to introduce a chapter by saying in this chapter 
it's relative clauses that we9re going to talk about, even though relative clauses 

is the intended focus.

With pragmatic roles, as with semantic roles, we must emphasize that we 

are concerned with relations between noun phrase arguments and their
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predicate, and not with inherent properties of noun phrases. This is essen

tial in order to distinguish adequately between, on the one hand, topic and 

locus, and, on the other, definiteness and indefiniteness. In answer to the 

question what did you see?* the focus may be either definite or indefinite, 

i.e. / su7v the dog or I  saw a dog. The former will be used if the answerer 

assumes that his interlocutor can identify the dog being referred to in the 

context or situation, for instance if this dog had already been mentioned in 

the earlier discourse; the latter, with the indefinite article, will be used if 

the answerer assumes that this identification cannot be made. In the first 

instance, ihe dog is in a sense old information, in that it is already available 

to speaker and hearer as referring to some known entity, but what is 

important is not the pragmatic nature of this noun phrase on its own, but 

rather its pragmatic relation to the rest of the sentence: although the 

presence of the dog in the store of speaker-hearer shared knowledge is 

presupposed, what is new is the precise relation of this entity to the action 

of my seeing. In the reply a dog, the dog in question is both presented per 

sc for the first time, and related to my seeing for the first time. The terms 

ftiven versus new information are potentially confusing because of this 

distinction between inherent and relational pragmatic properties of noun 

phrases, and to avoid'this potential confusion we use definite/indefinite as 

inherent terms and topic and focus as relational terms.

3.3 G R A M M A T I C A L  R E L A T IO N S

Most descriptions of English syntax, and of the syntax of many other 

languages, have assumed that, perhaps in addition to semantic and prag

matic roles of the kind discussed in the earlier part of this chapter, there 

are also purely syntactic relations contracted between a noun phrase and its 

predicate, which, however closely they may correlate with semantic or 

pragmatic relations, cannot be identified with them. These might be called 

syntactic relations, though recent tradition has in fact determined that the 

usual name is grammatical relations, and this is the term that will be used 

in the present book: it should, however, be borne in mind that the term 

grammatical here does have the narrow sense of syntactic. Grammatical 

relations that arc commonly proposed in traditional and recent literature 

are subject, direct object, and indirect object.

While the function of semantic roles and pragmatic roles can readily be 

understood in terms of the need for language to express semantic relations 

and package them in some way in terms of information flow, it is much less 

obvious why human language should require grammatical relations, or 

more generally why human language should require syntax (in the lin

guists' sense of syntax) at all. Although attempts have been made to do
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away with syntax by trying to argue that everything can be accounted for 

in tfcnns of either semantics or pragmatics, no such attempt strikes us as 

çvçft nearly approaching success, and it therefore seems to remain a truth 

about human languages that they do have syntaxes, and that many of them 

do have grammatical relations that cannot be reduced to semantic or prag

matic primitives. In this book, we accept that such grammatical relations 

do exist, but unlike much recent work on grammatical relations (in parti

cular, relational grammar), we argue that much of syntax can be under

stood only in relation to semantics and pragmatics, or more specifically 

that grammatical relations cannot be understood in their entirety unless 

they are related to semantic and pragmatic roles. This point will be illus

trated in somewhat more detail in chapter 5, when we look more specifi

cally at one grammatical relation, subject. For the moment, suffice it to say 

that at least many aspects of the nature of grammatical relations can be 

understood in terms of the interaction of semantic and pragmatic roles : for 

instance, many facets of subjecrhood can be understood by regarding the 

prototype of subject as the intersection of agent and topic.

In much work on grammatical relations, it is taken for granted that 

certain grammatical relations exist as given by the general theory -  in 

particular: subject, direct object, indirect object, versus other (oblique) 

noun phrases that bear some other relation to the predicate -  and that the 

linguist looking at an individual language has to work out which noun 

phrases in this particular language evince these particular relations. In the 

present work, a different approach is assumed, namely that in order to say 

that a given grammatical relation exists in a given language this claim must 

be justified both language-intemally and cross-linguistically. Language- 

internally, this means that a number of logically independent criteria must 

be established that serve to identify the grammatical relation in question as 

being syntactically significant in the language in question. Cross- 

linguistically, the problem is more difficult, and the following is more in 

the nature of a suggestion: in assigning the same name to grammatical 

relations established independently in different languages, it must be the 

case that the relations in the two languages have a reasonable degree of 

overlap, for instance in terms of occurrence in translation equivalents. 

Although there remain many unclear instances, this clearly excludes any 

analysis of a language where the only claimed occurrences of subjects were 

in translations of English prepositional phrases with the preposition not
withstanding.

One way of illustrating this is to take an example which is often treated 

as a grammatical relation, and show how under this approach it would 

probably* on available evidence, not be a grammatical relation, namely 

indirect object in English. In much traditional grammar this term is used
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very loosely, as when, for instance, we are told that the indirect object may 

either precede the direct object without a preposition (as in I  gave John ihe 

book)> or follow the direct object with the preposition to (as in I gave the 
book to John). Since these are, rather, different syntactic encodings of the 

same semantic role, this use of the term indirect object seems to be re

ferring to a semantic role (in more current terminology* recipient) rather 

than to a grammatical relation ; the noun/prepositional phrases John and to 
John seem to have little, other than semantic similarity* in common, as can 

be seen by contrasting their different abilities to become subject of the 

passive :John was given the booky but not *John was given the book to. 

Orthodox relational grammar deliberately avoids this pitfall, and would 

claim that in the version I gave John the book the noun phrase John> despite 

its semantic role, is a direct object, while restricting the term indirect 

object to the equivalent argument in the version I gave the book to John. 
The question which is not addressed by this assignment, however, is what 

evidence there is internal to English for the establishment of a separate 

grammatical relation of indirect object. There might seem to be a good 

test, in that indirect objects do permit the alternation between the two 

construction types shown above with give> i.e. corresponding to a con

struction with an indirect object there will be an alternative construction 

where that noun phrase appears as a direct object. However, this 

criterion -  apart from being just a single criterion, and therefore not really 

satisfying the need for a set of logically independent criteria -  fails on two 

major counts. First, the alternation in question is in large measure lexically 

conditioned, so that in many constructions where one might expect intuit

ively to find an indirect object the alternative without the preposition 10 is 

impossible, as in 1 attribute our failure to his malevolence, versus * / attribute 
his malevolence our failure ; presumably this objection could be answered 

(though at the risk of circularity) by saying that the to argument of attribute 

is not an indirect object. Secondly, this alternation applies not only to 

putative indirect objects, but also to benefactives, as in the alternation 

between I  bought this book fo r John  and I bought John this book. While one 

might again, circularly* avoid the problem by saying that in English ben- 

efactives are a subclass of indirect objects, this runs into further problems, 

since for many speakers the behaviour of such alternative benefactive con

structions under passive is different from that of recipient constructions* 

since many speakers allow John was given the book but not *John was bought 

the book. In English, then, there seems to be no evidence for, and circum

stantial evidence against* the existence of a distinct grammatical relation of 

indirect object. Similar caveats can be applied to putative indirect objects 

in many other languages, and this particular grammatical relation seems to 

be the one that requires most re-thinking cross-linguistically.
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After this negative demonstration, we shall outline a positive demonstra

tion, using Huichol as the illustrative language. In Huichol, there are 

several logically independent tests that enable us to set up two grammatical 

relations of subject and (direct) object (we parentheiize directy since there 

is no grammatical relation of indirect object with which it contrasts). Sub

jects are characterized

(a) b y  h a v in g  d is t in c t  s u f f ix e s  fo r  a l im ite d  n u m b e r  o f  n o u n  p h ra s e  t y p e s ,  

w h e r e a s  all n o n - s u b j e c t s  h a ve  a d is t in c t  set o f  s u f f ix e s  f o r  s u c h  n o u n  

p h ra s e  t y p e s ;  in  (Z3)5 the s u b je c t  s u f f ix  is -ti:

Tnri yinauka-ii me -iva 
children four 3PLURAL 3P lu r a i .

-zeiyo. uukaraawiciz* yihuuxa-me. (23)

see women two 

4 Four children see two women.*

(b) b y  t r ig g e r in g  a sep a ra te  set  o f  v e r b  a g r e e m e n t  p re fix e s  ; in  (24)3 th e  p r e f ix  

pe- is u n e q u iv o c a l ly  a s u b je c t  p re fix  :

Eeki pe -nua. (24)

you 2singular arrive 

‘ You arrived.’

(c) in that only subjects can trigger the possessive reflexive p r e f i x s o  that 

in (25) the stick is unequivocally in the possession of the one doing the 

beating and not of the person being beaten or some third party :

M ëk iy u -k y e  -ki me

th e y  st ick  i n s t r u m e n t a l  3 p l u r a l

-pe-i -kuuwaazi (25)

3SINGULAR beat 

‘ They beat him with their/*his stick.*

(d) in that, where the subject of certain time clauses is coreferential with 

the subject of the main clause, a special suffix must be added to the verb of 

the time clause, e.g. -ka in (26); in all other instances (i.e. unlike subjects, 

even if other noun phrases are coreferential), a different set of suffixes is 

used, e.g. -ku  in (27);

Nee ne -nua -kas paapaa ne
I i s in g u l a r  come tortilla 1 s in g u l a r (26)
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-p-ii -Piiti.

3SINGULAR give 

‘ When I arrived, I gave him a tortilla.1

Uukanua -ku ,n een e -petia. (27)

girl arrive I i s i n g u l a r  leave 

"When the girl arrived, I left.’

These four tests are clearly logically independent of one another, yet all serve 

to identify a single set of noun phrases, thus establishing a grammatical 

relation language-internal ly. Moreover, the degree of overlap between these 

noun phrases and subjects in translation equivalents in other languages is so 

close that we have no hesitation in referring to this grammatical relation as 

subject.

For direct objects in Huichol there are two criteria :

(a) verb agreement, since in addition to the prefixes for subject agreement, 

Huichol has a distinct set of prefixes for direct object agreement :

Taame eekv te -meci -zeiya. (28)

w e  y o u  I p l u r a l  ^SINGULAR see 

‘ W e  see y o u /

(b) possibility of appearing as subject of a passive, since in Huichol only 

direct objects have this property :

Tűri me -puutiweiya. (29)

c h i ld r e n  3PLUKAL beat-PASSiVE 

‘ T h e  c h i ld r e n  w e r e  beaten.*

The conjunction of these two logically independent properties serves to 

identify the grammatical relation of direct object language-internally. In 

comparison with other languages, the noun phrases thus identified correlate 

highly with direct objects, which justifies the use of this term to refer to 

this grammatical relation (though a more neutral term like prime object 

might be preferable, since Huichol has no separate grammatical relation of 

indirect objcct). The overlap is not, however, complete here, since in a 

Huichol sentence with both a patient and a recipient it is the recipient* 

rather than, as in many languages, the patient that is direct object :

Nee waakanaari ne -meci -tikiiti eeki. (30)

I c h ic k e n s  ISINGULAR 2SINGULAR g iv e  y o u  

‘ I g a v e  the  c h ic k e n s  to  you.*
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Eeki lumiinipe -puuzeiyastiari (3*)

y o u  m o n e y  2 Si n g u l a r  Show-PASSIVE 

‘ Y o u  w e r e  s h o w n  th e  m o n e y . 1

But notwithstanding the discrepancy in certain instances* the degree of over

lap elsewhere is large enough to justify the identification. Thus our use of the 

same terms subject and direct object as in discussing other languages is 

justified by the overlap cross-linguistically in their use, while the assign- 

ment of individual noun phrases to these grammatical relations in Huichol 

is determined by language-specific criteria associated with cach gramma

tical relation.

In the particular example chosen, that of Huichol, all of the criteria for 

each grammatical relation, converge on a single noun phrase in each con* 

struction (at least, in the present state of our knowledge of Huichol syntax), It 

is> however, conceivable that different sets of criteria might make for different 

groupings of arguments into different grammatical relations. Examples of 

this, and their implications for universals and typology of grammatical re

lations, will be discussed further in chapter 5, with particular regard to sub

jects. For the present* we may note that one particularly widespread instance 

of this kind of split is found between intransitive and transitive constructions 

in many languages,, so that in translations of (32) and (33) it is sometimes the 

case that some criteria group John and B ill  together as a single grammatical 

relation, while others group John and Harry together :

John arrived. (32)

B ill hit Harry. (33)

Since we shall need to refer, relatively informally* to some such examples 

before they are introduced more thoroughly in chapter 5, we will introduce 

the following terminology to refer to the various arguments : the intransitive 

subject (e.g .John of (32)) will by symbolized S ; that argument of the transitive 

construction that correlates most closely with agent will be symbolized A  

(e.g. B ill  of (33)), and that one that correlates most highly with patient will be 

symbolized P (e.g. Harry of (33». Grouping of S and A together will be 

referred to as the nominative-accusative system ; grouping of S and P to

gether as the ergative-absolutive system.

3.4 M O R P H O L O G I C A L  CASES

In terms of a traditional grammatical discussion of clause structure, it might 

seem strange that so far we have not spoken of morphological cases, such as
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nominative, accusative, ergative, absolutive, since in the traditional gram

mars, especially of highly inflected languages like Latin, the discussion of 

grammatical relations, also semantic roles, is closely linked to that of case, 

with equation or near-equation being drawn between subject and nomi

native, or direct object and accusative, for instance, In the present section, 

largely as a counter-influence to this traditional view, we will emphasize the 

i'xf cnt to which there can be discrepancy between grammatical relations and 

morphological cases, in particular noting some examples where the distri

bution of morphological cases is completely irrelevant to the operation of 

syntactic processes. Towards the end of this section, we will also note some 

examples where  ̂ despite a discrepancy between grammatical relations and 

morphological case, the latter does still play some role in the conditioning of 

certain syntactic processes,

We shall start with a relatively straightforward example of such discrep

ancy, concerning the cases used to express the direct object in Russian, In 

positive sentences, the direct object normally stands in the accusative; in 

negated sentences, the direct object may stand in either the accusative or the 

genitive, but our present interest is naturally focused on instances where the 

direct object under negation is in the genitive :

Mása kupila sapku. (34)

'M asha bought a cap,’

Masa ne kupila sapki. (35)

‘ Masha didn’t buy a cap.*

One syntactic process of Russian that is sensitive to grammatical relations 

is passive, since only the direct object of an active verb can appear as the 

subject of the corresponding passive. Both (34) and (35), despite the differ

ent case markings of the noun sapk-> have corresponding passives where 

this noun phrase appears as subject, in the nominative form sapka :

Sapka by la kuplena Mascj.
‘ The cap was bought by Masha.’

Sapka ne byla kuplena Masej.
‘ The cap wasn’t bought by Masha.’

This is, then, a clear instance of discrepancy between grammatical re

lations and morphology, moreover one where the grammatical relations 

clearly win out.

T o  avoid misunderstanding, it should be emphasized that what we are

(36)

(37)
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claiming is that there is here a discrepancy between syntax and morphol

ogy, i.e. that the morphology is arbitrary relative to the syntax (or, equival

ently except for emphasis* the syntax is arbitrary relative to the morphol

ogy) We arc not claiming that the morphology is arbitrary in any absolute 

sense -  although there probably are many instances where morphology is 

simply arbitrary. For instance, the use of the genitive for a negated direct 

object can be given a natural interpretation as a special case of the use of 

the genitive in quantified expressions in Russian, compare the genitive 

singular in ni sapki ‘ not a (single) cap ’ and the genitive plural in nmogo 

sapok 4 many caps5 *

A particularly far-reaching discrepancy between morphology and syntax 

is to be found in Kala Lagaw Ya (the Western Torres Strait language), the 

discussion here being restricted to the Saibai dialect. Different classes of 

noun phrase have completely different morphological systems when they 

appear as S, A, or P of a clause. Thus, singular pronouns have different 

forms for each of these three (e.g. S ngay* A  ngaxh, P ngcona T ) ;  singular 

proper names have a nominative-accusative case marking system (e.g. S/A  

K ala , P Kala-n)\ common nouns have an ergative-absolutivc case marking 

system (e.g. S/P burum ‘pig', burum-al ‘pigs’, A burum-an cpig(s)’); non

singular personal pronouns have only one form for all three functions (e.g. 

S/A/P ngoey ‘We’). However, there seems, to be no other process in the 

language that is sensitive to these distinctions. For instance, verb agree

ment operates consistently on an ergative-absolutive basis: verbs agree in 

number with their S if intransitive, and with their P if transitive, totally 

independent of the case marking:

Ngay/ngtjgarkaziburum!Kala/Gibuma pathiz  (s i n g u l a r ). (38)

41/you/the man/the pig/Kala/Gibuma left.’

Ngoeyjngithajgarkoez-iljburum-al pathemin (PLURAL). (39)

‘ We/you/the men/the pigs left/

Ngathjgarkfiez-inj Kala ngôeyjnginj burumjGibuma-?} math aman (4c) 

(s i n g u l a r ).

‘I/the man (men)/we/hit you/the pig/Gibuma/

Ngathjgarkôez-injKalajngoey ngithajburum-al (41)

mathamoeyn (PLURAL).

‘I/the man (men)/we/hit you/the pigs.’

Although much recent work on syntax, especially syntactic typology, has 

emphasized the frequent irrelevance, for syntactic purposes, of morpho

logical distinctions of this kind, some recent work has shown that at least in
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some restricted instances some morphological differences are important 

for the operation of syntactic processes. T h e example used here is of coor

dination in Yidiny. First, we should note that, in English, when transitive 

and intransitive sentences are coordinated as in (42) below, it is possible to 

omii the subject of the intransitive clause only if it is coreferential with the 

subjëcr(A) of the preceding transitive clause :

The manjI hit the woman jyou and ran away. (42)

Thus the interpretation of (42) is that the man/I ran away, not that the 

woman/you ran away : in English this is rigidly determined syntactically, 

and only this interpretation is possible even in situations where the alter

native interpretation would be as plausible or more so. In Yidiny, how

ever, the interpretation, or at least the preferred interpretation, is deter

mined by the case of the noun phrases in the transitive clause. In Yidiny, 

pronouns have a nominative-accusative case marking system, while other 

noun phrases have an ergative-absolutive case marking system, as in the 

first clause of each of the following examples :

Bimbi:r) • gucFugucFu 
father-e r g a t i v e  rainbow-ABSOLUTlVE

wawa:U biri gwuPiin*. (43)

saw p a r t i c l e  returned 

4 Father saw the rainbow, and it returned.'

yjayu nyuniny bandya :r, wanda \ny. (44)

I - n o m i n a t i v e  you-a c c u s a t e v e  followed fell-down 

‘ I followed you, and I fell down.’

tja y u  bama band*a :ry wanda \ny. (45)

I - n o m i n a t i v e  p erso n -A B S O L im v E  f o l lo w e d  f e l l - d o w n  

‘ I f o l lo w e d  the person a n d  I/he fell d o w n /

*Bam a:i ijari*any buncF a :n̂ '} wanda :n?
person-ER G ATIVE I-A C C U S A T IV E  hit fell

The rule determining the interpretation in Yidiny is the following: the 

controller of the interpretation (i.e. the noun phrase in the first clause 

interpreted as coreferential with the omitted noun phrase of the second 

clause) must be in either the absolutive or the nominative case: thus, in 

(43) the controller is the absolutive noun phrase, in (44) the nominative 

pronoun, and in (45) it can be either the absolutive noun phrase or the 

nominative pronoun, while in (46) neither the ergative nor the accusative 

noun phrase can be controller.
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This morphologically conditioned pattern, however, exists only for the 

interpretation of coordinate constructions. Elsewhere, these morphological 

differences are irrelevant to syntactic processes, which work for the most 

part on an ergativc-absolutive basis (cf. the discussion of Dyirbal syntax in 

section 5.3). It thus remains true that in general morphology can deviate 

quite widely from the syntactically relevant parameters, though there are 

also instances where morphology overrides the otherwise valid syntactic 

parameters.

3.5 i l l u s t r a t i o n : En g l i s h  a n d  R u s s i a n

C L A U SE  S T R U C T U R E  

In this section, we will illustrate the interaction of the various parameters 

discussed in the preceding sections -  semantic roles, pragmatic roles, 

grammatical relations, and morphological cases -  by contrasting some of 

the properties of clause structure in two languages, English and Russian. 

Although these two languages are genetically related within the Indo- 

European family, they differ considerably from one another in terms of 

this interaction, and therefore the contrast between them does serve to 

illusirate two radically different solutions to the problem of integrating all 

of these parameters, i.e. we are contrasting two radically different types 

along this parameter.

In English, there is a very high correlation between grammatical re

lations and word order, indeed word order is the basic carrier of grammati

cal relations, especially of subject and direct object, as can be seen by 

comparing the following two sentences :

John hit Mary. (47)

Mary hit John. (48)

The position immediately before the verb is reserved for the subject, while the 

position immediately after the verb is reserved for the direct object. Even in 

the corresponding questions, with subject-auxiliary inversion, it is still the 

case that the subject precedes the main verb, as in did John hit Mary?* did 

M ary hit John? Changing the word order, as in changing (47) to (48), there

fore changes the grammatical relations, and ultimately the meaning of the 

sentence.

From the pair of examples just given, one might imagine that an alter

native statement could be given, namely that the word order is determined by 

semantic roles, with the agent preceding the verb and the patient following. 

However, further data serve to show that this alternative is incorrect, and 

that in English it is precisely grammatical relations and word order that
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correlate. This can be seen in examples where the subject is an experiencer or 

an instrument rather than an agent :

Perhaps most clearly, it can be seen in passive sentences, where the subject is 

usually a patient, and the agent follows the verb :

The correlation between word order and grammatical relations in English is 

so strong that native speakers have no difficulty in interpreting pairs of 

sentences like (47) and (48)* where the interpretations of John hitting Mary 

and Mary hitting John are equally plausible in terms of real-world likeli

hood; and sentences like (52) below are interpreted as nonsense (at least, in 

terms of real-world interpretations), rather than a plausible interpretation 

being assigned that violates this syntactic determination of word order :

The stone saw M ary . (52)

We have already illustrated in passing another property of English clause 

structure, namely that a given grammatical relation can be associated with a 

wide range of semantic roles : the subjects in the above sentences included 

agents, patients, instruments, and experiencers. English has a number of 

syntactic processes which serve to put the same semantic role in different 

grammatical relations, and to have the same grammatical relation serving a 

number of semantic roles. Thus the passive construction places a patient in 

subject position, even though the agent is the more basic semantic role 

correlating with subjecthood for two-place predicates. The rule of subject- to- 

objcct raising, which relates sentences like (53) and (54), means that a role 

that is expressed as subject of a subordinate clause can also be expressed as 

direct object of a main clause :

I  believe that M ary hit John. (53)

I  believe Mary to have hit John . ($4)

The embedded subject may itself encode a variety of semantic roles, as can be 

seen in the following examples :

I  believe that the stone hit M ary. (55)

John saw Mary. 

The stone hit John.

(49)

(50)

M ary was hit by John. (51)
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I  believe the stone to have hit M ary .

I  believe that John saw Mary.

I believe John to have seen Mary.

I  believe that John was hit by Mary.

I  believe John to have been hit by M ary .

(56)

(57)

(58)

(59)

(60)

As a last illustration, we may take the rule of object-to-subject raising 

(‘tough-movement’), which relates sentences like (6i) and (62), enabling 

the object of an embedded construction to appear also as subject of the 

main clause:

Many such constructions are frequently used in natural discourse* so that 

even though some constructions, like many instances of subject-to-object 

raising and passives with an expressed agent, are very rare in the spoken 

language, this variety of the language does still provide sufficient illustration 

of the operation of syntactic processes that destroy any close correlation 

between semantic roles and grammatical relations.

A similar situation can be observed in English with lexical, as opposed to 

syntactic, relations among the valencies of verbs. Thus English has many 

verbs that can be used either transitively or intransitively. When used transi

tively, the subject will be an agent; when used intransitively, the verb will 

have a patient as subject :

John opened the door, (63)

The door opened. (64)

In English, morphological marking of noun phrases plays a marginal role. 

T o  be sure, most pronouns have a nominative versus accusative distinction, 

as in:

I saw him. (65)

He saw me. (66)

However, the existence of this case distinction does mot provide for any 

greater freedom of word order: *him saw / and *me saw he are simply

It is easy to solve this problems 

This problem is easy to solve.

(61)

(62)
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ungrammatical in ehe modern language. Moreover, except in very straight

forward examples like the above* the correlation between case and gram

matical relation is rather weak: for instance, many speakers of English 

have the pattern illustrated below:

Mere, the difference between I  and me is conditioned by word order, in turn 

conditioned by register ((68) is more colloquial than (67)), although there is 

no difference in grammatical relations. Finally, probably few native speakers 

i)f English consistently differentiate, in production and comprehension, be

tween such putative minimal pairs in prescriptive grammar as John knows 

more people îhan I  (sc. than 1 do) and John knows more people than me (i,e. he 

doesn’t just know me).

In English, pragmatic roles play a very small role in the syntactic structure 

of sentences. Thus a sentence lite jo h n  hitM ary , with that word order, could 

be used to answer any of the questions who hit Mary?* who did John hit?* 

what did John do to M ary ?* what did John do ?* what happened to M ary ?* what 

happened? Differences among at least some of these will, of course, be carried 

by differences in intonation : the nucleus of the intonation pattern (the sen

tence stress) will fall on the focus. But in general, in English it is not possible 

to carry differences of pragmatic structure by simply varying the word order : 

John hit M ary  and M ary hit John represent different distributions of 

grammatical relations, and cannot be used to encode differences of prag

matic Structure. There is, however, a weaker correlation involving prag

matic structure, because in English the choice between alternative syntactic 

means of encoding the same semantic structure is often determined by 

pragmatic considerations, one of the principles being a preference to make 

the topic subject wherever possible, thus leading to a correlation between 

subject and topic. For instance, in answer to the question what do you think 

of these problems?s it is more natural to reply these problemsjthey are easy to 

solve than it's easy to solve these problems!them* i.e. there is preference for 

making these problems jthey subject of the reply.

Russian clause structure is determined by a very different weighting of 

these principles, as can be seen by starting with variations on Russian 

sentence (69) :

Tanja ubila Masu. (69)

‘ Tanya killed Masha.’

In Russian the basic marker of grammatical relations is not the word order,

John and I  saw Mary. 

M e and John saw Mary.

(67)

(68)
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but rather the morphology. In the example given above* the form of the 

noun ending in -a is nominative (the case used for subjects) and that in -u 

is accusative (the case used for direct objects), the citation forms of the two 

names, as indicated in the English translation, are Tanja and Masa. 
Changing the word order does not affect the distribution of grammatical 

relations or of semantic roles. In fact* any of the six logically possible 

permutations of the three words Tanja, ubila> Masu is a grammatical Russ

ian sentence meaning 4 Tanya killed Masha \

Although all six permutations have the same semantic roles and the same 

grammatical relations, they are by no means equivalent, in particular they 

differ in terms of the pragmatic roles expressed. The basic principle in 

Russian (especially in non-affective use) is that the topic comes at the 

beginning of the sentence, and the focus at the end. Thus the following 

question-and-answer pairs reflect the normal word order to be used in 

answer to that particular question :

— K to ubil M ahi?  — Masu ubila Tanja. (70)

‘ — Who killed Masha? — Tanya killed Masha.’

— Kogü Tanja ubila? — Tanja ubila M asu. (71)

4— Who did Tanya kill? — Tanya killed Masha."

— Valja ubila Natasu. — A  Tanja? — Tanja ubila Masu. (72)

4— Valya killed Natasha. — What about Tanya?

— Tanya killed Masha.’

— Valja ubila N aiasu. — A  M asu? — M asu ubila Tanja. (73)

4— Valya killed Natasha. — What about Masha?

— Tanya killed Masha.’

Note that in examples (72) and (73), the distinction between the nomi

native (Tanja.) and the accusative (Masu) is crucial to understanding 

whether the question is about the killer or the victim : this is not brought 

out in the English translations, which would, to carry the same amount of 

information, have to be more explicit, e.g. (72) and who did Tanya kill?, 
(73) and zoko killed M asha? Our initial observation is thus that English and 

Russian differ in that in English word order is determined by grammatical 

relations and independent of pragmatic roles ; in Russian, morphology is 

determined by and carries grammatical relations^ while word order is de

termined by pragmatic roles.

In addition, there is a difference between English and Russian in terms 

of the interaction of semantic roles with grammatical relations. In the
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discussion of English above, wc noted that a given grammatical relation, in 

particular subject, can carry a variety of semantic roles. Although to some 

extent this is also true of Russian, the range of the syntactic-semantic 

discrepancy is much smaller* in that in many instances where English 

would use a non-agentive subject Russian either requires or prefers a 

non-subject. A particularly clear instance of this can be seen in the descrip

tion of actions where there is no agent or where the agent is not mentioned. 

Here English can quite freely use non-agentive subjects, as in :

The lightning killed Tanya. (74)

The bullet killed Tanya. (75)

Although literal translations are possible in Russian* the preference is rather 

Tor an impersonal construction: the verb remains in the active* but has no 

subject, standing instead in the third person singular neuter ; the natural force 

or instrument stands in the instrumental* thus giving as translations of the 

English sentences above :

Tanju ubilo molniej. (76)

Tanju ubilo pulej. (77)

The noun phrase Tanju is in the accusative; the noun phrases molniej and 

pulej are the instrumentals of m olnija ‘ lightning * and pulja * bullet ** respect

ively.

In somewhat similar manner, many expericncers which are expressed by 

subjects in English are expressed by noun phrases in the dative case in 

Russian* so that, for instance* the translation of ‘ T anya is (feels) cold ’ must be 

Tane (d a t i v e ) xolodno : here* xolodno is an impersonal, subjectless, form of 

the adjective xolodnyj ‘ cold’. The closest nominative-subject equivalent, 

Tanja xolodna(ja)y the adjective being in the feminine form agreeing with 

Tartja* would have a quite different meaning, for instance that Tanya is dead 

and her body is cold, or that she is frigid* but certainly not with Tanya as 

experiencer.

The closer relation that obtains in Russian between grammatical relations 

and semantic roles can also be seen in the fact that some syntactic processes 

are subject to semantic role constraints, in addition to syntactic constraints* 

where their closest analogues in English are subject only to syntactic con

straints. Thus the constructions referred to in English transformational- 

generative syntax as equi-NP-deletion require that the subject of the subordi -
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nate clause be corcferential with the appropriate noun phrase of the main 

clause* irrespective of semantic role :

In (78), the omitted noun phrase is subject and agent of the subordinate 

clause ; in (79), the omitted noun phrase is subject and patient of the subordi

nate clause. In Russian, there is a literal translation of (78), but not of (79), the 

version ofFered below being at best decidedly weird to native speakers of 

Russian, even though it does not violate any syntactic constraint :

J a  ugavoril vráca osmotref Tanju, (80)

*Ja ug&voril Tanju byt9 osmotrennoj vracom (81)

Although further work is needed to establish the precise nature of the 

constraint, it seems at the very least that in a clause that contains both an 

agent (expressed or implied) and a patient, equi-NP-deletion cannot delete 

the patient. Note that in the interpretation of the English example (79), it 

is necessary to assign some degree of control over the situation of being 

examined to Tanya, and in order to translate this example into natural 

Russian this degree of control must be expressed, as in :

Ja ugovoril Tanju podvergnui* sebja osmoiru. (82)

‘ I persuaded Tanya to submit herself to an examination.’

In looking at lexical relations, it emerges that Russian does have a similar 

range of possibilities to English for expressing similar or identical semantic 

roles by different syntactic constructions, but in nearly atl such instances 

Russian, unlike English, must provide overt marking on the verb of the 

different semantic role of the grammatical relations. Thus, corresponding to a 

transitive construction with an agentive subject like (83), the intransitive 

construction with a patient subject requires the suffix -s' on the verb :

Tanja zakryla dubovuju dver'. (83)

‘ Tanya closed the oak door."

Dubovaja dver’ zakryla-s\  (84)

‘ T he oak door closed.’

(The noun dver9 * door9 happens to have the same form for nominative and 

accusative, but the fact that the noun phrase containing dver* is direct object

1 persuaded the doctor to examine Tanya.

I  persuaded Tanya to be examined by the doctor.

(78)

(79)
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in (83) but subjcct in (84) is shown by the distinction between the nominative 

adjective dubovaja and accusative dubovuju.) A  further example of this differ

ence between English and Russian is illustrated by the following pair> where 

Russian must distinguish between po-sejal and za-sejal> while English uses 

\awed in both :

K olxoznik po-seja1 psenicu v pole. (85)

‘ The collective-farmer sowed wheat in the field.*

Kolxoznik za-sejal pole psenicej. (86)

‘ The collective-farmer sowed the field with wheat.’

(In (85), psenicu is accusative, while v pole is a locative prepositional 

phrase; in (86)̂  pole is accusative, while pfenicej is in the instrumental case.)

Turning to syntactically different means of encoding the same set of 

semantic roles, we find that Russian lacks many of the constructions that 

are found in English. For mstar.ce, Russian has no syntactic equivalent of 

object-to-subject raising, so that in an example like (87) there is no way of 

making problemu ‘ problem’ (accusative case) into subject (as probléma) in 

the nominative:

Legko ra zreiif etu probUmu. (87)

c It is easy to solve this problem.’

Given the free word order of Russian, it is, however* possible simply to 

move the noun phrase ètu problemu to the beginning of the sentence, to 

give (88):

Ètu problemu legko razrelii\  (88)

Since sentence-initial position correlates strongly with topic in Russian, 

and rather weakly with topic in English, sentence (88) is in a sense a 

functional equivalent of English this problem is easy to solve, so that the 

same pragmatic function is served, but by very different syntactic means. 

Russian does have a passive construction* but its use is much less frequent 

than is the English passive (even than the English passive in the spoken 

language). The usual functional equivalent of English Masha was killed 

by Tanya in Russian would be the active with the word order direct object- 

verb-subject, rather than the passive construction of (90) (where Tanej is in 

thtf instrumental):

Masu ubila Tanja. (89)

Masa by la ubila Tanej. 

‘ Masha was killed by Tanya,’
(90)
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T he usual equivalent of the English agentless passive is a subjectless con

struction, with the verb in the third person plural* i.e. as if one were to say 

in English they've killed Masha in the meaning Masha has been killed  :

Masu ubili. (91)

Sincc Russian has free word order, it is actually possible to carry out 

pragmatic role variations on the passive sentence (90) in much the same 

way as with an active sentence* and even possible to give a passive sentence 

with the same word order and pragmatic role distribution as the active :

Tanej by la ubita M asa. (92)

Indeed, the basic function of the Russian passive seems to be not so much 

pragmatic as stylistic: it is characteristic of certain written styles, in par

ticular scientific writing.

One particularly enlightening way of generalizing the above differences 

between Russian and English would be to say that in English the gram

matical relations play a much greater role than in Russian. First, the gram

matical relations in English are more independent than in Russian, with a 

low correlation in English between grammatical relations and either sem

antic roles or pragmatic roles (or morphology* which is virtually non

existent). Secondly, there is a wider range of syntactic processes in English 

than in Russian where grammatical relations and changes in grammatical 

relations are relevant. In Russian, semantic and pragmatic roles (and even 

morphology) play a greater role than in English.

However, it is important to realize* in conjunction with the discussion of 

chapter 2, that what we have here is a difference of degree between English 

and Russian: it is not the case that English syntax operates solely in terms 

of grammatical relations while Russian syntax avoids grammatical re

lations. Relevance of pragmatic roles in English can be seen, for instance* 

in the formation of special questions and relative clauses* where the consti

tuent questioned or relativized must appear in clause-initial position* irres

pective of its grammatical relation :

Who saw you?  (93)

Who (m) did you see? (94)

The man who saw me ran away. (95)

The man who(m) I  saw ran away. (96)

Even in varieties of English that lack the who/whom distinction* the in

terpretation of sentences like (93M96) is unambiguous because of the
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Kcncral word order principle chat the position before the main verb is 

irserved for the subject. In spoken Bnglish> especially, further construc

tions of this kind are possible, for instance the movement of contrastive 

topics to sentence-initial position, irrespective of grammatical relation :

That book over there, /  wouldn't read in a million years. (97)

Conversely, in Russian there are some instances where grammatical re

lations are crucial. For instance» there is a rule of verb agreement whereby 

verbs agree with their subject, and, as the following examples show, there is 

no way in which this can be reformulated as agreement with agent or topic :

Tanja ubila (f e m i n i n e ) Kolju. (98)

‘ Tanya killed Kolya.’

Kolja byl ubii (m a s c u l i n e ) Tanej. (99)

‘ Kolya was killed by Tanya.1

Kolju ubila (FEMININE) Tanja. (100)

‘ Kolya, Tanya killed.1

( Tanya is a girl’s name* Kolya a boy’ s.) The relevance of the grammatical 

i elation of direct object in Russian is shown by the fact that only direct 

objccts can become subject of the passive construction. There are also a few 

instances where Russian allows the same verbal form to be used even with 

rearrangement of the syntactic encoding of semantic roles, although such 

examples are few indeed, for instance :

Tanja paoernula malinu nalevo. 

‘ Tanya turned the car to the left.’

(101)

Masina povemula nalevo. 

‘ T h e car turned to the left.'

(102)

RaboZie gruzili drova na bar zu.
‘ The workmen were loading wood onto the barge.*

(103)

Rabocie gruzili barzu drovami.
‘ The workmen were loading the barge with wood.1

(104)

(In the perfective aspect, however, the verb forms in (103) and (104) would 

have to be distinguished as na-gruzili and za-gruzili, respectively.) And  

finally, as we noted above, there are many instances in Russian of discrep

ancy between semantic role and grammatical relation, for example experi-
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encer subjects as in (105), quite apart from discrepancies occasioned by 

the, admittedly marginal, existence of the passive :

Tanja videla Kolju. (105)

‘ Tanya saw Kolya.’

Even the role of morphology is not an absolute distinction between 

English and Russian. In English, some pronouns do have a nominative- 

accusative distinction, although as we indicated above its functional load is 

minimaLConversely, in Russian some noun phrases do not make the 

nominative-accusative distinction, and in the few instances where the mor

phology is ambivalent and both interpretations make sense, preference is 

given to a subject-verb-direct object interpretation* i.e. (106) below, with 

mat' ‘mother’ and docy ‘daughter*, is preferred with the interpretation ‘the 

mother loves the daugher* rather than ‘the daughter loves the mother’, 

although for many speakers this does seem 10 be a preference rather than an 

absolute:

M a t' ljubit dó?. (106)

Although the interaction of semantic, pragmatic, syntactic, and morpho

logical relations does not provide a holistic typology of either English or 

Russian (for instance, it has nothing to say about the phonology of either), 

it does characterize a large part of the syntactic differences between the 

two languages\ indeed, we would argue that it provides a much wider- 

ranging characterization than does word order typology, especially since in 

terms of basic word order the two languages are remarkably similar. The  

discussion of this section can therefore be taken as illustration of a signifi

cant typological parameter.
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WORD ORDER

As has already been indicated in passing, word order typology has played a 

major role in the recent development of language typology. In large measure, 

this is because the current interest in language typology using data from a 

wide range of languages has taken its impetus from Greenberg’s seminal 

article on word order typology : this article not only talked about doing this 

kind of language universals and typology research, but actually set about 

doing it. Although Greenberg himself is very cautious about the reliability of 

his results (‘ the tentative nature of the conclusions set forth here should be 

evident to the reader * is how his article starts), this caution has not been 

shared by all of those who have further developed his ideas, with the result 

that, as we shall see, generalizations have been claimed that go far beyond 

anything warranted by the data to hand, and attempts have been made to 

make word order the basic parameter in a holistic typology. In the present 

chapter, we will examine Greenberg's original work, then the attempts to 

generalize beyond his results, and finally some of the more recent critiques of 

such generalization. Although on occasion critical remarks will be directed at 

Greenberg's original contribution, it should be borne in mind that these are 

criticisms that can be made with hindsight, and in no way detract from the 

pioneering insights provided by Greenberg.

Although we retain the term word order typology, which has become 

established for referring to this area of typology, it should be noted that, 

strictly speaking, we are concerned not so much with the order of words as 

with the order of constituents, i.e. it would be more correct to speak of 

constituent order typology (cf. Greenberg’s term ‘ the order of meaningful 

elements ’)* On the one hand, in saying* for instance, that a given languagehas 

subject -  verb -  object basic word order, it is irrelevant whether the consti

tuents referred to consist of one or more words, so that this characterization 

applies equally to John hit Mary and to the rogue elephant with the missing
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tusk attacked the hunter who had just noticed that his rifle was unloaded. 

S e c o n d l y , in a d d it io n  to b e in g  c o n c e r n e d  w ith  the  o r d e r  o f  c o n s t i t u e n t s  that  

i tm tain  o n e  or  m o r e  w o r d s ,  w e  are  a lso , in  p r in c ip le ,  in te re s te d  in  th e  o r d e r  o f  

m o r p h e m e s  less than a w o r d ,  f o r  in sta n ce  in th e  re la t iv e  o r d e r  o f  a f f ix e s  

(p refixes ,  s u f f ix e s ,  in fixes)  a n d  stem s.

I$.I W ORD ORDER PA R A M E T E R S

This section examines the various major word order parameters that have 

been used in recent typological literature, in particular the order of the major 

constituents of the clause (subject, object, verb) and of the noun phrase, 

itlthough other constructions are introduced where relevant. In typoiogizing

il language on each of these paiLameter9, we are concerned with the basic 

word order of the language in question» Although, in many instances, the 

assignment of a given basic word order to a language is unproblematical, 

there are also numerous instances where the assignment is more complex or 

even, perhaps, impossible.We will discuss examples of this as they arise.

The order of constituents of the clause is one of the most important word 

order typological parameters, indeed, as we will see in section 4.2, some 

linguists have made it into the major typological parameter. In its original 

form, this parameter characterizes the relative order of subject, verb, and 

object, giving rise to six logically possible types, namely SO V , SV O , V SO , 

VOS, O V S , O SV . As has already been noted in passing, in chapter I, the 

distribution of these types across the languages of the world is heavily skewed 

in favour of the first three, more especially the first two, but we can now cite 

solidly attested examples of each of the first five basic word orders, and 

there are prima facie plausible cases in the literature for languages with 

basic O SV  order.

Hasan bküz-ü aldi.
Hasan ox a c c u s a t iv e  bought 

‘ Hasan bought the ox. *

The farmer killed the duckling.

Lladdodd y  ddraig y  dyn. 
killed the dragon the man 

'T h e  dragon killed the man.1

Nahita ny mpianatra ny vehivavy. 
saw the student the woman 

"The woman saw the student.’

(Turkish: SOV) ( 0

(English: SVO) (2)

(Welsh: V SO ) (3)

(Malagasy: VO S) (4)
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Toto yahosiye kamara. (Hixkaryana : O VS) (5)

man it-grabbed-him jaguar 

‘ The jaguar-grabbed the man/

Although, in the languages illustrated above, there is general agreement 

as to the basic word order, there are many languages where the situation is 

less clear-cut, and perhaps even languages where wc are forced to say that, 

in terms of subject, object, and verb, there is no basic word order: such 

languages would then be irrelevant to word order typology on this par

ameter, reducing its range, but not its over-all validity.First, the parameter 

is only applicable to languages in which the grammatical relations of sub

ject and object(s) exist, and, as we will see in more detail in chapter 5, there 

are many languages where the criteria identifying subjects seem to split 

across two noun phrases, thus making it difficult or impossible to specify 

the linear order of subject with respect to other constituents. Secondly, the 

parameter is only applicable to languages in which there is a basic word 

order determined, at least in part, by grammatical relations relative to the 

verb, and there are some languages where this seems not to be the case. For 

instance, in Dyirbal, all permutations of major constituents give rise to 

grammatical sentences, and if there is any preference for one word order 

over another, it is so slight as to be almost imperceptible. It should be noted 

that the problem with these languages is inability to determine a basic word 

order for the language as a whole. It is not just the case that certain limited 

constructions have a word order differing from that found elsewhere. If this 

were all that was involved, then wc could agree to disregard such limited 

constructions in favour of the major sentence type in the language. Thus, 

when we classify English as being basically SVO, we abstract away from 

the fact that in special questions the word order of the wh- element is 

determined not by its grammatical relation, but rather by a general rule that 

places such elements sentence-initially, thus giving rise to such O S V  orders 

as who( m) did John see? Even in many languages that are often described as 

having free word order, there is some good indication that one of the orders 

is more basic than the others. In Russian, for instance, any permutation of 

S, O, and V  will give a grammatical sentence, but the order SVO is much 

more frequent than all of the other orders put together, and is moreover the 

preferred interpretation for sentences with the sequence N P  -  V  -  N P  

when the morphology, exceptionally, does not indicate which noun phrase 

is subject and which one is direct object (as in sentence (106) of chapter 3).

A  further problem in assigning basic word order is where the language 

has a split, i.e. different basic word orders in different constructions. In 

some instances, this does not lead to undue difficulty in assigning basic 

word order, where one of the word orders is clearly much more restricted
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tlmn the other. Thus, the presence of special questions in English where 

ihr. object precedes the subject does not seriously jeopardize the claim that 

English is a SV O  language, and one can establish a general principle that 

word order of statements is more basic than that of questions (the more 

marked sentence type). In many languages, the order of pronouns is differ

ent from that of other noun phrases, so that in French, for instance, clitic 

object pronouns precede the verb, whereas other objects follow :

Le garçon a vu la jeune f il le . (6)

‘ The boy has seen the girl.*

Le garçon Ta vue. (7)

4 T h e boy has seen her.’

However, it is known that unstressed constituents, such as clitic pronouns, 

arc often, cross-linguistically, sub ject to special positioning rules only loosely, 

if at all, relating to their grammatical relation, so sentences with pronouns 

can be discounted in favour of those with full noun phrases.

There arc, however, examples of splits where no such ready solution is 

forthcoming. A  classic example is from German, which has the word order 

SVO in main clauses but SO V  in subordinate clauses :

Der Mann  (n o m i n a t i v e ) sah den Jungen (a c c u s a t i v e ). (8)

'T h e  man saw the boy.*

Ich zoeiß, daß der M ann den Jungen sah. (9)

c I know that the man saw the boy.’

Controversy continues to rage over which, if any, of these word orders 

should be considered basic, the issue being further complicated by the 

different senses in which ‘basic word order’ is used by typologists and 

generativists. Moreover, the parameter does not specify what kind of object 

is most relevant, so a similar problem arises in languages like Kpelle3 where 

the direct object precedes the verb but other objects follow:

È  sEy-kâu tèe kâlot)-p9. (10)

he money sent chicf to

‘ He sent the money to the chief.’

Turning now to word order within the noun phrase, we may start with 

the relative order of adjective (A) and noun (N). Here, as with most of the
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following parameters* there arc only two possibilities for basic order (if 

there is a basic order), namely A N  and N A . T h e former is illustrated, for 

instance, by English the green table or Turkish buyük $ehir 4 large city ’ ; N A  

order is illustrated by French le tapis v e r t4 the green carpet * or Welsh llyjr 
bach ‘ a little book \ T he examples given here illustrate the basic* by far the 

most usual, order of adjective and nouo in these languages, although in 

both French and Welsh it is possible for at least some adjectives to precede 

their noun, and in both languages there is a set of adjectives that usually 

precede* as in French le petit prince 4 the little prince ’, Welsh yr hen wlad 

4 the old country \ It seems to be generally true that languages with the 

basic word order N A  are more tolerant of exceptions of this kind than are 

languages with the basic word order A N  (Greenberg’s universal number 

19) : English examples like court martiaU envoy plenipotentiary, are margin

al* and often not felt synchronically to be sequences of noun and adjective.

Related to adjective-noun order* at least conceptually, is the order of 

head noun (N) and relative clause (Rel) in the relative clause construction. 

Again, there are two possible orders, either the head precedes the relative 

clause as in English* or the relative clause precedes the head as in Turkish :

adam-tn kadin -a ver -dig-i patates ( n )

man g e n i t i v e  woman d a t i v e  give his potato 

‘ the potato that the man gave to the woman *

For further discussion of relative clauses, including this Turkish example* 

reference should be made to chapter 7, where we will see that there is a 

further* third, possible order relation between head and relative clause, 

with the relative clause surrounding the head (circumnommaJ). Although 

adjectives and relative clauses are similar conceptually, and indeed hard to 

separate from one another in some languages (e.g. Malay), in many 

languages they differ in word order: English is A N  but NRel, for instance. 

In English, moreover* many heavy adjectival phrases have the same order 

as relative clauses, as in people fiuem  in three languages. This suggests that in 

characterizing languages as A N  or N A , preference should be given co the 

order of simple adjectives rather than to that of more complex adjectival 

phrases.

Completing our list of constituents of the noun phrase is the relative 

order of possessive (genitive) (G) and head noun (N), again giving two 

possible orders, G N  and N G . The former is illustrated by Turkish kadm-in 
çavug-u 4 the woman’s chicken1, literally 4 w om an-G E N iTiVE chicken-her ’ ; 

the latter is illustrated by French la plume de ma tante4 the pen of ray aunt5 

or Welsh h ety  dyn ‘ the man’s hat’, literally ‘ hat the man*. Although we 

have not always illustrated problems caused by conflicting word orders 

within the noun phrase* we may do so here in discussing the characteriza-
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lion of English, which has two possessive constructions, the prénommai 

Saxon genitive» e.g. the man's hat, and the postnominal Norman genitive* 

c\g. the roof of the house. Although the Norman genitive is, textually, the 

more frequent of the two, and has become more frequent over the histori

cal development of English, it is far from clear, for the modem language, 

whether one can specify that one of these two constructions is the basic 

order of head noun and possessive in English.

The last among the major word order parameters to be examined here is 

whether a language has prepositions (Pr), such as English in the house or 

Welsh y n y  ty (same meaning), or postpositions (Po), such as Turkish adam 
için 4 for the man \ The terminology of traditional grammar, though pro

viding the two terms preposition and postposition, does not provide a 

single term to cover both of these, irrespective of order, and recent typo

logical work has filled this gap by coining the term adposition. If  we 

abbreviate this to Ap, then we can say that English has the order ApN  

( = PrN), while Turkish has the order N A p ( = NPo). Most languages 

clearly have either prepositions or postpositions, though there may be 

occasional exceptions (thus Persian is basically prepositional, but has one 

postposition -rä for direct objects); however, there are also languages 

which are more mixed, such as Estonian, for which it is difficult to say, 

other than on the basis of statistical preponderance, whether the language is 

prepositional or postpositional. Most Australian languages have neither 

prepositions nor postpositions. Languages like Estonian and the Australian 

languages can thus be judged irrelevant, rather than counterexamples, to 

generalizations about prepositional versus postpositional languages.

Other parameters discussed, though less centrally, by Greenberg and 

figuring in some of his universals are the following. First3 whether auxili

ary verbs typically precede the main verb (as in English will go) or follow 

(as in Japanese aisite iru ‘ loves5). Secondly, whether in comparative con

structions, the standard of comparison precedes the comparative (as in 

Turkish Ankara*dan daha büyùk 4 bigger than Ankara ’ , literally ‘Ankara- 

from more big ’)> or follows it (as in English bigger than Ankara) ; Finnish 

has both constructions here, the standard following when introduced by 

the conjunction kuin ‘ than* (e.g. vanhempi kuin Helsinki ‘ older than Hel

sinki’), but preceding when the standard is in the partitive case (e.g. 

Helsinki-ä vanhempi). Finally, we may distinguish between languages 

which are overwhelmingly suffixing as opposed to those which are over

whelmingly prefixing; while there are few good examples of the latter 

type, and few where a large number of prefixes can be added to a given 

stem, there are some languages with long sequences of suffixes but vir

tually no prefixes, such as Turkish bil-mi-yor-um 4 I do not know ’, literally 

‘ knOW-NEGATI VE-PROGRESSl VH-1 SINGULAR \
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4.2 C O R R E L A T IO N S  AM O N G  W O R D  ORDER PA R A M E T E R S

Most of the parameters listed in section 4.1 are logically independent of 

one another, for instance in that there is no a priori expectation rhat the 

presence of SO V  basic word order in a language should correlate more or 

less well with the presence of A N  rather than N A  word order. Even in 

those instances where one might expect, a priori* there to be some corre

lations, as between A N  order and RelN order (these are different kinds of 

attributive constructions), there are sufficient languages that do not have 

this correlation -  such as English, with A N  but NRel -  to demonstrate 

that the correlation is far from necessary. Despite this, it turns out to be 

the case that there are many statistically significant correlations that can be 

drawn among these various parameters, and it is one of Greenberg’s more 

specific merits, in addition to initiating general interest in this approach to 

language typology, to have established so many of these correlations. In 

section 4.2.1, we shall discuss some of Greenberg’s correlations in more 

detail.

4.2.I GREENBERG7S CORRELATIONS

Since Greenberg’s proposed universals are gathered as an appendix to the 

work cited in the notes and references to this chapter, we will not simply 

repeat this list here, but rather state and comment upon some of the 

more salient of his results. T h e universals listed by Greenberg contain 

both absolute universals and tendencies, both non-implicational and im- 

plicational universals (though there are in fact more implicational than 

non-implicational universals -  whence our characterization of them as cor

relations). Throughout, Greenberg’s statements are very careful and cau

tious, based meticulously on his sample of languages and other languages 

from which he had relevant data. For instance, in the first universal, * in 

declarative sentences with nominal subject and object, the dominant order 

is almost always one in which the subject precedes the object the state

ment is as a (strong) tendency, rather than as an absolute, because Green

berg was aware of claims that certain languages have word orders violating 

this -  although the data actually available to Greenberg were not always 

reliable on this score, we have cited examples above of reliably attested 

languages with V O S and O V S basic word order.

Another instance of Greenberg’s care, especially in contrast to much 

later work, can be seen in the fact that he consistently avoids generalizing 

unilateral implications to bilateral implications, where the material does 

not justify doing so. Thus despite universal 27: ‘ if a language is exclus

ively suffixing, it is postpositional; if it is exclusively prefixing, it is prep-
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nsitionar, there i» no corresponding universal that would say ‘ if a 

language is postpositional, then it is suffixing; if a language is prep

ositional» it is prefixing * -  and this is clearly justifiable, since there are 

many languages like Huichol that have postpositions but also widespread 

prefixing, and like Persian that have prepositions but also widespread 

suffixing.

Thirdly, Greenberg does not take any one single parameter as being the 

basic determiner of word order typology, and again this caution is amply 

justified by the nature of the data. Thus word order in the clause is a good 

predictor of adposition order, at least for V SO  languages (exclusively 

prepositional, by universal 3) and for SO V  languages (overwhelmingly 

postpositional, by universal 4). However, it turns out that it is the order of 

adposition and noun that provides the best predictor for that of genitives, 

as per universal 2 : ‘ in languages with prepositions, the genitive almost 

always follows the governing noun, while in languages with postpositions 

it almost always precedes \ One, and only one, of the three major basic 

clause order types gives a good prediction for adjective order : by universal 

17, ' with overwhelmingly more than chance frequency, languages with 

dominant order V SO  have the adjective after the noun \

Fourthly, many of the correlations are stated, where required by the 

data;, not as holistic correlations across all parameters or as simple corre

lations involving only two of the parameters, but as complex correlations 

involving conditions among several parameters, as in universal 5, which 

correlates certain instances of clause order, genitive order, and adjective 

order: ‘ if a language has dominant SO V  order and the genitive follows the 

governing noun, then the adjective likewise follows the noun \ Perhaps the 

most extreme example of such a complex condition is universal 24: ‘ if the 

relative expression precedes the noun either as the only construction or as 

an alternative construction, either the language is postpositional or the 

adjective precedes the noun or both \

In keeping with the general principles of the Dobbs Ferry Conference 

on Language Universals, at which Greenberg’s paper was first presented, 

the emphasis at this stage of research was on establishing a wide range of 

language universals on a reliable cross-linguistic basis, with little or no 

attempt to find explanations, or farther-reaching generalizations, underly

ing these universals. Some of the individual universals proposed by Green

berg do have plausible, reasonably clear, explanations» although it was not 

the task of the original paper to explore this avenue. In section 1.3,3 wc 

suggested that the tendency for subjects to precede objects (universal 1) 

may be explainable in terms of the correlation between subject and agent, 

the correlation between object and patient, and the tendency for agents to 

be more salient perceptually than patients. Likewise, an explanation can
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readily be found for universal 15 : £ in expressions of volition and purpose, 

a subordinate verbal form always follows the main verb except in those 

languages in which the nominal object always precedes the verb’ . There 

are many instances where language has a tendency to mirror temporal 

order of events by linear order (e.g. in coordinate constructions like John 
arrived and $ax down); a wish necessarily precedes its realization, a state

ment of purpose necessarily precedes its realization, therefore one would 

expect, other things being equal, that the main clause verb, expressing the 

wish or intention, would precede the subordinate verb, expressing the 

(potential) result thereof, The rider4 other things being equal ’ is necessary 

to account for the exception noted by Greenberg : if a language otherwise 

has a strict requirement of sentence-final main clause verb, then this can 

override the universal correlation of linguistic and temporal order.

Perhaps one of the reasons why many linguists following on from 

Greenberg’s results have been less careful in their statements about corre

lations is that a large number of Greenberg’s universals* however valid 

they may be as statements of limitations on cross-language variation, do 

not seem to lend themselves to any ready explanation or generalization. If  

one looks at universal 2, discussed above, for instance, then it is quite 

unclear why precisely the order of adpositions should play such a signifi

cant role in determining the order of a genitive relative to its head noun: 

there is no obvious conceptual link between adpositions and genitives, and 

one would hardly suspect a priori that adpositions would be the central 

parameter in a holistic typology of word order. Even a generalization of the 

kind c adpositions and genitives tend to be placed on opposite sides of the 

noun ’ is little more than a formal restatement, with no indication of why 

this formal generalization should hold. Universal 24 above, in which pre- 

head relative clause position predicts either postpositions or prénommai 

adjectives (or both) is perhaps the clearest example of a universal which is, 

in this sense, unintuitive.

Some of Greenberg’s empirically ascertained universals do have plaus

ible explanations, and these are the greatest factual merits of his list of 

universals: progress has been made both empirically and explanatorily« 

With the less intuitively plausible universals, however, one senses a certain 

tension between, on the one hand, empirical validity without a coherent 

conceptual system, and, on the other, plausible coherent conceptual sys

tems which, however, lack empirical validity. This tension will play a 

major role in the following two sections.

4 .2.2 G E N E R A L I Z A T I O N S  OF G R E E N B E R G ’ S R E SU LT S

In the appendix to his article on word order typology, Greenberg lists 24
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logically possible types of language, based on the combinations of the four 

parameters VSO /SV O /SO V , Pr/Po, N G /G N , N A /A N ; of these 24, 15 are 

actually attested in his sample or in other language; used by him in this 

piecc of work. However, it is noticeable that the distribution of languages 

among these fifteen attested types is far from even. In fact, four types each 

contain far more languages than does any of the other eleven, as follows :

(a) VSO/Pr/N G/NA |

(b) S V  O/Pr/N G /N  A
> (12)

(c) SOV/Po/GN/AN

(d) SOV/Po/GN/NA |

On the basis of this observation, one might think that in order to establish 

universal tendencies, rather than absolute universals, of word order ty

pology, it would be possible to work with just these types, neglecting the 

relatively few languages that fall into the other eleven attested types. If  

one makes this assumption, then a number of other generalizations seem to 

emerge from the four types listed above. First, except for the position of 

the subject in clause order, types (a) and (b) are identical. If one were to 

omit the subject from consideration, then types (a) and (b) could be com

bined into a single V O  type; types (c) and (d) would then both be charac

terized as OV, Secondly, on most parameters, types (a) and (b) are pre

cisely the inverse of types (c) and (d): the former are V O , Pr, N G , and N A ;  

the latter are O V , Po, G N , and either A N  or N A , the only embarrassment 

to this generalization being the widespread occurrence of N A  basic order 

in O V  languages. However, since we are working with tendencies, we 

might be prepared to overlook this complication, and work with only two 

major types in terms of word order, (e) and (f) :

(e) V O , P r ,N G , N A

(f) O V , Po, G N , A N

Some further support for this view might seem to come from the fact that 

VO S languages3 not included in the original list, tend strongly to adhere to 

type (e). Data on O V S languages, and even more so O S V  languages, which 

should behave like type (f), are less readily available though Hixkaryana 

does more or less adhere to type (f), except that, to the extent that 

Hixkaryana can be said to have adjectives (and relative clauses), these 

follow the head noun.

(12)
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Moreover, some of the other parameters discussed tend to correlate with 

this distinction into two types : type (f) tends also to have prenominal relative 

clauses, a strong tendency towards suffixing, auxiliary verbs after the main 

verb, and the standard of comparison before the comparative; while tÿpc(e) 

tends to have postnominal relative clauses, some tendency towards prefixing, 

auxiliary verbs before the main verb, and the standard of comparison after 

the comparative.

The kinds of generalization of Greenberg’s results noted above are associ

ated with two linguists in particular, Lehmann and Vennemann, and we will 

examine their contributions in turn. Lehmann argues, first> that the order of 

subject is irrelevant from a general typological viewpoint, so that we may 

indeed work with two major types of language, O V  and VO. Tw o comments 

are in order here. First, as we shall see in more detail in section 4.2.3, while 

the collapsing of V S O  and V O S into a single word order type seems reason

ably justified -  on other parameters, these two kinds of languages generally 

behave alike -  the inclusion of SV O  languages within this same type is 

questionable. In particular* while the existence of verb-initial word order or 

of SO V  word order seems to correlate highly with various other typological 

parameters of word order, the existence of S V O  word order does not seem to 

correlate particularly well with any other parameter. Knowing that a 

language is V SO  or V O S, we can predict its values for other word order 

parameters j knowing that a language is SO V , we can with considerable 

reliability predict its other word order parameter values; knowing that a 

language is SVO> we can predict virtually nothing else. Secondly, there is 

potential terminological confusion in the use of the terms O V  language and 

VO  language, and it is essential to be aware of the particular use that each 

author makes. On the one hand, one could use those terms stricdy to refer to 

the relative basic order of verb and object, On the other hand -  and this is 

Lehmann’s usage -  one could use VO language to mean a language that has 

all or most of the word order properties of type (e) above, and O V  language 

to mean a language ihat has all or most of the word order properties of type 

(f ). An actual example will make this clear. In Persian, the basic word order 

in the clause is SO V 3 so by the first use of the term O V language ii would be 

an O V  language. However, Persian has prepositions, postnominal geni

tives, postnominal adjectives, and postnominal relative clauses, so that 

under the second usage it would be a V O  language, even though it does not 

actually have V O  basic word order. To avoid the confusion* it is preferable, 

following Vennemann (see below) to refer to type (e) as operand-operator 

(or hcad-adjunctp head-dependent, hcad-modifier), and type (f) as 

operator-operand (or adjunct-head, dependent-head, modifier-head).

Lehmann also proposes a formal explanation, or rather generalization, of
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the observed correlations. I Le argues that V and O are primary concomitants 

of cach other, and that modifiers are placed on the opposite side of a consti
tuent from its primary concomitant. Thus, in a VO language* the primary 

concomitant of V is the postverbal O, so modifiers of V  (in particular, auxili

ary verbs) go to the left of V (AuxV); likewise, V  is the primary concomitant 

of O, so modifiers of O (in particular, adjectives, relative clauses, and pos

sessives) go to the opposite side from V, namely to the right. Conversely, in 

an O V  language : the primary concomitant of V  is the O to the left, so other 

modifiers follow the V  (e.g. VAux) ; the primary concomitant of O  is V, to the 

right, so other modifiers of O go to the left, i.e. adjectives, relative clauses, and 

possessors precede the object noun.

Apart from problems stemming from generalizing Greenberg’s universals, 

to which we return in section 4.2.3, there are two other specific problems in 

this explanation. First, the explanation for order within the noun phrase 

applies strictly only to object noun phrases, and does not generalize directly 

to subjects or noun phrases in adverbials. One could presumably argue that 

the order is generalized from objects toother noun phrases, but if this were so 

one might expect to find languages where the order of constituents within the 

noun phrase was different for objects and other noun phrases, and such 

instances are either non-existent or rare. Secondly, the explanation, as is clear 

from Lehmann’s exemplification, makes no distinction between modifiers 

which are expressed as separate words and those which are expressed as 

affixes. With regard to modifiers of verbs* this creates few problems, as there 

is a high correlation between having the auxiliary after the verb and having 

suffixes, and between having the auxiliary before the verb and having pre

fixes, With noun modifiers, however, to the extent that there is any corre

lation it is the reverse: certainly, across a wide range of operator-operand 

languages, e.g. Turkic languages, most Uralic languages, Quechua, Arme

nian, possessors precede their head noun, but possessive affixes are suffixed 

(see further section 10.3,2).

The explanation proposed by Vennemann for the correlations represented 

diagrammatically by types (e) and (f) above does not suffer from these disad

vantages (in part in that it does not consider relations below the word level), 

although it, too, remains a formal explanation, without any further consider

ation of the question why this particular explanation should hold. Venne

mann argues that in each of the construction types under consideration, i.e. 

the relation between verb and object (but not subject), between noun and 

adjective, etc., one of the constituents is an operator (corresponding to the 

traditional structuralist term adjunct, dependent, or modifier), and the 

other the operand (corresponding to the traditional term head), the 

assignment being as in the following table:
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OPERATOR OPERAND

Object

Adjective

Genitive

Relative clause

Noun phrase

Standard of comparison

Verb

Noun

Noun

Noun

Adposition

Comparative adjective

The assignment of operator (adjunct) and operand (head) status is in most 

instances uncontroversial, though some linguists have been less comfortable 

with declaring the head of an adpositional phrase to be the adposition, rather 

than the noun (phrase). However, this assignment can be justified, for many 

languages, by the usual structuralist syntactic test of substitution : in English, 

for instance, the prepositional phrase of John is in the house can be substitu

ted by in but not by the house, cf. John is in, but not, as a similar construction, 

*John is the house, and the traditional term prepositional phrase attests to 

the view that the preposition is the head (just as the noun is head of a noun 

phrase5 the verb of a verb phrase). Moreover, in languages with govern

ment of morphological case, adpositions govern the case of the noun phrase 

just as verbs govern the case of their object. For present purposes, at any 

rate, we may assume this assignment of operator and operand to individual 

constructions, bearing in mind that these assignments have been made by 

other linguists working independently of the particular correlations that 

Vennemann wishes to establish.

It is then clear what the general principle underlying types (e) and (f) 

above is : in languages of type (e), the operator is placed consistently after 

the operand, whence our suggestion above, following Vennemann, that 

they be called operand-operator languages; in languages of type (f), the 

operator consistently precedes the operand, thus giving rise to the 

operator-operand type. For languages which are typologically consistent 

in this regard, we need only specify whether they are operator-operand or 

operand-operator, and this one specification will then predict each of the 

individual word order parameter values. For languages which are incon

sistent, i.e. which do not follow type (e) or (f), the language may be de- 

scribable as being in general operator-operand or operand-operator, in 

terms of predominance of one or other ordering among the parameters, but 

even so special mention will have to be made of those parameters on which 

the language is exceptional. In the case of Persian, for instance, we would 

say that Persian is an operand-operator language (prepositions, postno- 

minal adjectives, relative clauses, and possessors), but exceptionally it has 

O V  word order. Thus the deviation of a language from one of the consist-
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ent types can be measured in terms of the number of special statements 

that need to be made about its word order.

We can now profitably contrast this position, or more specifically Ven- 

nemann’s, with Greenberg’s work discussed in section 4.2.1. Vennemann 

presents us with a schema that is conceptually very simple and very ele

gant; however, in order to establish this schema, certain liberties have to 

be taken with the data, as we will see in more detail in section 4.2.3. 

Greenberg’s approach, on the other hand, is truer to the data, but ends up 

rather with a series of specific universals that do not fit together as a 

coherent conceptual whole.

4 .2 .3  C R IT IQ U E  OF THE G E N E R A L I Z A T I O N S

The generalizations by Lehmann and Vennemann discussed in section 

4.2.2 can clearly only stand, if they stand at all, as tendencies, since there 

are numerous counterexamples to them as absolute universals. Being satis

fied with universal tendencies is sometimes necessary, forced upon one by 

the data, but it also brings with it the danger that one will cease to look 

further for absolute, or stronger, universals. One can see this even by a 

comparison of Greenberg’s work with that of Lehmann or Vennemann. 

Greenberg did succeed in establishing some absolute universals, for in

stance the claim that V S O  languages invariably have prepositions; how

ever, within Vennemann’s operator-operand schema, this exceptionless 

generalization is stated no differently from one with very low validity, for 

instance the correlation between SO V  word order and adjective-noun 

order, since almost as many SO V  languages have the adjective after the 

noun as have it before.

One way of comparing Vennemann’s schema more directly with Green

berg’s universals is to reformulate Vennemann’s as a network of impli- 

cational universals, thus making them more directly comparable in form to 

Greenberg’s. When reformulated in this way, it becomes clear that Venne

mann’s universal principles of word order are all expressed as bilateral 

implications: thus if it is the case that O V  order predicts postpositions, 

then it is equally the case that postpositions predict O V  order. Nearly all of 

Greenberg’s universals, however, are unilateral. Thus Greenberg is 

saying that some word order parameter values are good predictors for some 

other parameter values, but that this cannot be generalized to all par

ameters, some of which do not show any good correlation with anything 

else. Adjective order can serve as a good example here: from knowing that 

adjectives usually precede or follow the noun in a given language, one can 

tell virtually nothing about other word order parameter values. More gen
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erally* the over-generalization of Greenberg’s universals with which we 

were concerned in section 4.2.2 fails to make any distinction as to the

reliability of individual implications, effectively treating them all as equiv

alent. Applied to Lehmann’s generalization, the criticism would be rather 

different, because Lehmann does claim that one word order parameter is 

more important than any other, namely the relative order of O and V. But 

again* the earlier, more detailed work of Greenberg should have de

monstrated that while clause word order is sometimes a good predictor of 

other word order parameter values, it is not always so (almost as many O V  

languages have postnominal as have prenominal adjectives), and there are 

many instances where other parameters have better predictive value (e,g. 

adpositions are good predictors of genitive order).

In reaction to the simplifying schema discussed in section 4.2.2, Haw

kins has suggested that, even basing ourselves essentially on Greenberg’s 

original data, it is possible to come up with a set of universals which are 

exceptionless, and which moreover are significant in that they tie together 

the various logically independent parameters used in word order typology. 

This can therefore be regarded as in some sense a compromise between 

Greenberg's position and that of Lehmann and Vennemann : further gen

eralizations beyond those claimed by Greenberg are posited, but the claims 

are stronger than Lehmann’s or Vennemann’s in that they are said to have 

no counterexamples. On Vennemann’s schema, for instance, over half the 

world’s languages turn out to be exceptions, although, admittedly, some of 

them deviate only minimally from the norms of operator-operand or 

operand-operator languages, so that some kind of norm does still exist.

Hawkins’s universals* like Greenberg's* are unilateral implications. 

However, they differ from most (not all) of Greenberg’s universals by 

looking not just at correlations between two word order parameters, but 

rather at more complex implicational relationships using three or more 

parameters. The first proposed universals are reproduced as (13) and (14) 

below :

SO V  ► (A N —► G N ) (t3)

V S O -+  (N A —► N G ) (14)

Let us make explicit the claims contained in these universals. First* it is 

claimed that clause order is a good predictor of certain other word order 

parameters* but only if the basic word order is SO V  or V SO , i.e. SVO  

word order is not a good predictor, at least not in this case. (Word orders 

other than SOV, SVO , and V S O  are not considered.) Once we know that a 

language has one of these two word orders, then we can make a further 

prediction* but this further prediction is itself in the form of an impli



WORD ORDER I O I

cation: if a language has SO V  word order, then if it also has adjectives 

before the noun, it will necessarily also have genitives before the noun; 

likewise, if a language has V SO  word order, then if it also has adjectives 

after the noun, it will necessarily also have genitives after the noun. The  

two universals are clearly related formally to one another. It is possible to 

take these implicational universals and set out all the logical possibilities, 

then seeing which of these possibilities are in fact disallowed, although we 

will not carry out this task here. Suffice it to say that the excluded types 

are, by (13), SO V  languages with A N  and N G , and, by (14)* VSO  

languages with N A  and G N .

The second set of universals is given by Hawkins in two forms. First, 

1 here is a weak form, which does have some counterexamples in the case of

Like Greenberg, these claim that the difference between prepositional and 

postpositional languages can be a significant predictor of other word order 

parameters, effectively (given the close similarity between the implicata of 

(13) and (16), and (14) and (15)) as good a predictor as clause word order. 

The excluded language types are (a) those with prepositions, postnominal 

adjectives, and prenominal genitives -  in Greenberg's list, Arapesh is a 

counterexample; and (b) languages with postpositions, prenominal adjec

tives, and postnominal genitives. The number of exceptions, relative to the 

overall sample, is very small, so that one might let (15) stand as a universal 

tendency. However, Hawkins notes further ihat the exceptions are all SVO  

languages. As we have indicated several times, SVO  is a much less good 

predictor of other word order parameteers than either of SO V or V SO , and 

we can build this observation into universal (15) by requiring as implicans, 

in addition to the appropriate kind of adposition, that the languages be 

cither SO V or VSO , thus giving Hawkins’s final formulation:

Although these universals may look quite complex in their final formu

lation, the preceding discussion should have made it clear how these for

mulations are built up from more basic observations.

Within Hawkins’s over-all view of word order typology, then, the above 

implicational universals would stand as absolute universals. Skewings in 

the distribution of languages among the permitted types could be de

scribed, as for Greenberg, by means of Universal tendencies (which Haw

(15):

P r—» (N A —► N G )  

Po —  ( A N - G N )

(15)

(16)

Pr & (VSO  V SOV) -> (NA -> N G ) (17)
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kins slightly reformulates as distributional universals). But crucially* in 

opposition to Lehmann and Vennemann, a distinction will be made be

tween those absolute universals that rigidly delimit possible variation 

across languages, and those that are only tendencies as seen in skewing* in 

the cross-linguistic distribution of attested types.

4.3 THE V A L U E  OF W ORD ORDER T Y P O L O G Y

As we have emphasized at several points in this chapter, one of the main 

roles of word order typology in the recent study of language universals and 

typology has been methodological-historical: the work originated by 

Greenberg demonstrated that it is possible to come up with significant 

cross-linguistic generalizations by looking at a wide range of languages and 

without necessarily carrying out abstract analyses of these languages; in 

addition, there were a number of more specific methodological lessons, 

such as improvements in techniques for language sampling (see section 

1 .1.2). However, the question does arise as to just how far-reaching word 

order typology is in terms of the over-all typology of a language. In Green

berg's original work, relatively few correlations between word order and 

other parameters were drawn. In Vennemann’s work, essentially no fur

ther correlations are drawn* and as we have seen even the elegance of 

Vennemann’s account of over-all word order typology is in certain respects 

questionable, Hawkins's work demonstrates that if word order typology is 

to be rigorous, then it must forsake the extreme elegance of Lehmann’s or 

Vennemann’s schemata. A t present, the main proponent of word order 

typology as the basis of a holistic typology is Lehmann, but it has to be 

acknowledged that, in addition to qualms about the degree of gener

alization made in his account of word order itself, most of the detailed 

correlations between word order and other phenomena, including even 

phonology, remain in need of establishment on the basis of data from a 

wide range of languages.

N O T E S A N D  REFE RE N CE S

The seminal paper by Greenberg referred to throughout this chapter is 

Greenberg (r966b); his universals are listed in Appendix III of this article 

(pp. r 10-13). A  fuller discussion of the notion ‘basic word order5 is given in 

Hawkins (1983,11-16); Hawkins (1983) serves more generally as a state-of- 

the-art report on typological word order studies, in addition to its original 

contributions. It should be noted that in generative grammar the term basic
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word order is usa! in ;i very different sense (the order of elements in 

underlying syntactic structure, which may be quite different from that in 

surface structures), which makes comparisons betwen the typological and 

generative literatures difficult. For discussion of Malagasy as a VO S  

language, see Keenan (1976a); for Hixkaryana as an O V S language, see 

Derbyshire (1977) and, more generally, Derbyshire (1979, 1985); other 

possible object-initial languages are discussed in Derbyshire &  Pullum 

(1981). The Kpelle example is from Givón (1975b, 50). On the lack of 

adpositions in Australian languages, sec Dixon (1980, 272). For the 

preference for suffixing over prefixing, Hawkins & Gilligan (1988) should 

he consulted.
The discussion in section 4.2.2 is based on Lehmann (1973) and Venne

mann (1972). Dryer (1988) argues convincingly that there is no tendency for 

O V languages to have A N  rather than N A , the appearance of such a 

tendency stemming from the concentration of languages with O V and A N  

orders in Eurasia. Section 4.2.3. relates primarily to Hawkins (1983, 63-89); 

in Greenberg (1966b), some languages of Daghestan (north-east Caucasus) 

are presented as exceptions to (16), but Hawkins (1983, 52-3, 67) argues that 

these languages have G N , rather than N G , as basic order. In more recent 

work, Hawkins (forthcoming) argues that word order universals are the 

result of processing constraints, i.e. a psycholinguistic explanation which 

would tender superfluous any attempt at a structural explanation.

Some of Lehmann’s more wide-ranging typological correlations are 

included in Lehmann (1978a); for some criticism, see Smith (1980).

See also the notes and references for chapter 10 for work on word order 

change.
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SUBJECT

5 .I  THE PROBI.HM

In section 3 .3, we mentioned some of the problems inherent in working with 

grammatical relations  ̂ including subject, and some of the possible ap

proaches towards a solution to these problems. In the present chapter, we 

will look in considerably more detail at one particular aspect of this problem, 

namely the definition of subject cross-linguistically. Subject is an important 

notion, used frequently, both in traditional grammar and in more recent 

linguistic work, both in the descriptions of individual languages and in stat

ing cross-linguistic generalizations. If linguists were invariably in agreement 

in stating which noun phrase, in each construction in each language, is the 

subject, then we could, perhaps, accept this inter-subjective agreement, and 

devote correspondingly less energy to trying to find an explicit definition of 

subject. However, it turns out that, in a wide range of cases, this inter- 

subjective agreement is lacking, so that the need does arise as a serious 

empirical problem to establish criteria for declaring a given noun phrase to 

be or not to be a subject.

One particular instance of lack of agreement among linguists on subject- 

hood is illustrated by competing analyses of the ergative construction. We 

shall return below, in sections 5 3  and 6.2.2 to a more detailed discussion of 

ergativity5 and for present purposes we may simply give some illustrative 

examples of the kind of problem that arises, using Chukchi as our example :

Y  am 13-yet-yPek. (i)

I-ABSOE.UTIVECame-ISINGULAR 

‘ I c a m e . ’

Y^m-nan ydi i?-l?u -y n .
I -ISRGATIVE t h 0U-ABS0 LUT IVE sa W-1 SINGULAR-2  SINGULAR

II saw t h e e . ’

( 2 )
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Analyses of English agree rJiiii, in the English versions of these two sentences, 

/ is subject both of the intransitive construction of (1) and of the transitive 

construction of (2); moreover, English morphology* at least for pronouns, 

exactly mirrors this distribution : the subjects are in the nominati ve> the direct 

object in the accusative. In Chukchi, as in English, there are two cases used 

for these three noun phrases, but their distribution is quite different: the 

absolutive case is used to translate / (intransitive subject) of (1), and to 

translate thee (direct object) of (2), whereas a separate case, the ergative  ̂ is 

used to translate I (transitive subject) of (2). The question therefore arises 

whether, in Chukchi, one should not rather group together the absolutive 

noun phrases as subject, following the morphology, rather than simply fol

lowing the distribution that turns out to be relevant for English. Although in 

early periods many linguists working on ergative languages tried to solve this 

problem a priori, by fiat -  and in either direction, by relying on the morphol

ogy or by disregarding it -  the question is in fact an empirical question, and 

in sections 5.3-4 we will see that its answer is much less simple than cither of 

these solutions. For the moment, however, we may simply note that the 

problem exists.

O f course, in addition to criteria of case marking in establishing subjcct- 

hood, it will be clear from the discussion of section 3.3 that syntactic criteria 

are also important in establishing subjecthood. In English, for instance, we 

can note the following two syntactic criteria of subjecthood. First, verbs 

agree in person and number with their subject ; although English verb mor

phology is fairly atrophied, this distinction is still maintained consistently in 

the difference in the present tense between third person singular and all other 

forms, and in a few other instances with irregular verbs, so that we have the 

third person singular form in he sees you  but the non-third person singular 

form in I  see you. Secondly, in the kinds of constructions called subject-to- 

object raising by many grammarians, we find that the subject of a 

//^-clause, and only the subject, can, after certain verbs, appear in an 

alternative construction of type (4):

I believe that M ax is an accountant. (3)

I believe M ax to be an accountant. (4)

In the vast majority of sentence-types, these two syntactic criteria coincide, 

i.e. there is agreement between logically independent criteria as to the subject 

in English.There are, however, some sentence types where this agreement is 

not found, such as sentences introduced by there is/are ;

There are unicorns in the garden. (5)

There is a unicorn in the garden. (6)
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ln such examples, at least in the standard language» verb agreement is deter

mined by the noun phrase that follows there is/are. Subject-to-object rais

ing, however, treats there as the subject, giving :

I believe there to be a unicorn!unicorns in the garden. (7)

And, indeed, in such instances we find disagreement as to which noun 

phrase, in (5) and (6), should be considered the subject: different weight

ing of different criteria gives different results. So even in English there are 

some construction types where there is no agreement among linguists as to 

which noun phrase is subject.

Faced with such problems surrounding the characterization of the 

notion subject, there are two possible approaches. On the one hand, one 

could claim that the notion of subject is misleading from the outset, and 

should be banished from linguistic theory. On the other hand, one could 

try and work out a definition of subjecthood which, while corresponding to 

linguists’ inter-subjective intuitions in the clear cases, would also make 

insightful claims about the unclear cases. In the present chapter, we follow 

the second of these paths. Before embarking on the details of the defini

tion, however, we should make some further preliminary remarks. First, 

we are not committed a priori to the view that subject is a necessary 

descriptive category in the grammar of every language: there may well be 

languages where it is not appropriate, though equally there are languages 

(including English) where it is appropriate. Secondly, we are not commit

ted to the view that, even in a language where subject is generally valid, 

every sentence will necessarily have a subject. Thirdly, we are not commit

ted to the view that the translation of a sentence from language X where a 

certain noun phrase is subject will necessarily have that same noun phrase 

as subject in language Y. Examples of all of these points will occur below.

Finally, although we will argue that the notions of topic and agent must 

play a role in the definition of subject, we argue that, even in English, it is 

clear that the notion of subject cannot be identified with either of these 

notions. If we take, for instance, our criterion of verb-agreement, then it is 

clear that in the passive sentence the men were hit by the boy> the plural verb 

were does not agree with the agent; and it is equally clear that in the 

topicalized sentence John I know the non-third person singular verb is not 

in agreement with the topic. However close the connection may be among 

grammatical relations, semantic roles, and pragmatic roles, they cannot be 

identified with one another.

5.2 ON D E F I N I T I O N S  AND C A T E G O R IE S

Before turning specifically to the definition of subject, it is necessary for us 

to make some preliminary remarks on the nature of definitions, in par-



M J H I J ' C T IO7

iicular on the nature of definitions of linguistic categories, in order to avoid 

trrinin later misunderstandings. The kind of definition of subject towards 

which we will be working is the following : the prototype of subject rep

resents the intersection of agent and topic, i.e. the dearest instances of 

.subjects, cross-linguistically, are agents which are also topics. There are 

two important characteristics of this definition: first, it is multi-factor; 

second, it is stated in terms of prototypes, rather than in terms of necessary 

und sufficient criteria for the identification of subjects. The second point is 

particularly important, given that many subjects in many constructions in 

many languages are not topic, or are not agent, or are neither.

The use of a multi-factor definition is unlikely to raise any eyebrows, 

îsince such definitions are quite widespread in linguistics and other areas* 

as for instance if wc define preposition in terms of the intersection of 

adposition and position in front of the governed noun phrase. However, 

the attempt to use definitions in terms of prototypes for linguistic categor

ies has met with an inordinate amount of opposition and prejudice, so that 

it is worth spending some time on discussion of this issue, Rather than 

discussing the problem directly in terms of subject properties, we will use 

some other examples* where the use of prototypes is much more clearly 

justified. Note that the use of these analogies does not in itself justify the 

use of a prototype-based definition of subject, but it does demonstrate that 

we cannot a priori reject this kind of definition, but must rather weigh up 

the pros and cons in terms of their fit with the data and their evaluation 

relative to alternative definitions.

In chapter 2, we illustrated one very clear area where definitions of 

categories in terms of prototype seem to be required, namely with colour 

terms, where humans seem to recognize a central, focal value for a colour 

term* rather than clear-cut boundaries. What this means is that there is no 

set of necessary and sufficient conditions that an object must satisfy in 

order to be callcd, for instance, red. But equally, this does not mean that 

we can state no restrictions on the use of the term red : this term is most 

appropriate for the focal value, and less and less appropriate as one moves 

away from this focal area and approaches the foci of other colour terms. 

This example thus establishes that there is at least one area where humans 

do categorize in terms of prototypes, thus opening up this kind of defini

tion as a real possibility.

Similar examples can also be found using more clearly linguistic cat

egories, and the example we will use here concerns the distinction between 

nouns and adjectives in Russian, in particular the relation of numerals to 

these two. In Russian* in general, the distinction between nouns and adjec

tives is clear-cut, so that we can establish criteria that correlate with the 

focal values (prototypes) of noun and adjective. Numerals, however* fall in 

between these two prototypes, in a way that makes impossible any estab-
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Hshment of non-arbitrary cur-off points. In distinguishing adjectives from 
nouns, we may take two comparable construction types, the first being a 
noun phrase consisting of an attributive adjectivc and head noun (e.g. 
xorosij maVcik 'good boy the second being a quantity phrase consisting 
of a head noun defining the quantity and a dependent genitive defining the 
entity being measured (e.g. siado ovecc flock of sheep ’)■

The following criteria characterize the adjective in the attributive construc
tion: (a) the adjective agrees in number with its head noun, on a 
singular/plural opposition, e.g. xorosij maVcik ‘good boy’, xorvsie mal'ciki 
‘good boys'; (b) the adjective agrees in case with its head noun throughout, 
e.g. nominative xorosij maVcik, but dative xorosemu maVciku, instrumental 
xorosim maVcikom\ (c) the adjective agrees in gender with its head noun* 
following a three-way masculine/feminine/neuter distinction (though only in 
the singular), e.g. xorosij maVcik ‘good boy5, xorosaja devocka ‘good girl % 
xorosee okno fgood window*; (d) many nouns have distinct accusative forms 
depending on whether or not they are animate, and adjectives agree with their 
head noun in terms of this distinction, e.g. inanimate accusative xorosij siol 
‘good table*, animate accusative xoroSego maFctka ‘good boy’ , even though 
both stol and mal’cik are masculine singular. Head nouns in the quantitative 
construction have none of these properties. Thus we have stado ovec ‘ flock of 
sheep’ where ovca ‘sheep' is feminine, and stado gusej ‘flock of geese’ where 
gus’  ‘goose’ is masculine. For number we have massa benzina ‘a mass of 
petrol* and massa ljudej ‘a mass of people*. For case, we find that the head 
noun changes in case, but the dependent noun remains in the genitive, e.g. 
nominative siado ovecy dative study ovec> instrumental stadom ovec. Finally, the 
head noun does not change depending on the animacy of the dependent noun, 
cf. accusative massu ljudej ‘mass of people* and massu karandasej ‘mass of 
pencils’ .

On the other hand, the head noun of a quantitative construction has a 
number of properties that are not shared by the adjective in the attributive 
construction, as follows : (e) the head noun can vary in number indepen
dently of the dependent noun, e.g. stado ovec * flock of sheep stada ovec 
‘ fiocks of sheep * ; (f ) the head noun in the quantitative construction can 
take an attribute agreeing with it, e.g. xorosee stado ovec ‘good flock of 
sheep', where xorofee is neuter singular nominative, agreeing with stado> 
while ovec is genitive plural ; (g) the noun dependent on the head noun is 
invariably in the genitive, and if countable in the genitive plural -  contrast 
the attributive construction under point (c), where adjective and head 
noun must be in the same case.

In terms of their adherence to the above seven criteria, we find that we 
can divide Russian numerals into several classes. First, the numeral ‘ one’ 
has all the properties of an adjectivc and none of those of a head noun : it
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ra n  even agree in number* with pluralia tanium, e.g. odni ( p l u r a l )  nőé nicy 
'one (pair of) scissors'. At the other extreme, the numeral million ‘ mil
lion \ and also all higher numerals, have all the properties of a noun and 
none of those of an adjective. Intermediate numbers have a varying 
number of adjectival and nominal properties* as illustrated in the table. In 
this table, A means that the numeral has the appropriate adjectival pro
perty, N that it has the appropriate substantival property; A/N means that 
either property can be used, A/(N) indicating that there is clear preference 
for adjectival behaviour; (A) means that the numeral has the adjectival 
property, but in a restricted form, in particular the numeral ‘ tw o’ has only 
[\ two-way gender opposition, distinguishing feminine dve from masculine- 
neuter dva\ (N) indicates a similar restriction on a substantival property* 
ns with the plural of sto 1 hundred which has only a few restricted uses. In 
the table, note that ‘ four’ behaves like ‘ three’ , and that non-compound 
numerals between ‘ five ’ and ‘ ninety ’ inclusive behave like ‘ five \

ADJECTIVAL AND SUBSTANTIVAL PROPERTIES OF RUSSIAN NUMERALS

Property odin dva tri pjat’ sto tysjaca million

£r ‘ 2 ’ ‘ 3 ’ ‘ 5 ’ ‘ 100 ’ ‘ lOOO' ‘ 1,000,000 ’

(a) A N N N N N N
(b) A N N N N N N
(c) A (A) N N N N N

(d) A A/(N) A/(N) N N N N

(e) A A A A (N) N N

m A A A A A N N

(g) A A A A A A/N N

If we now ask the question whether Russian numerals are adjectives or 
nouns, it becomes clear that there is no straightforward answer, except in 
the case of ‘ one * (adjective) and ‘ million ’ (noun) : in particular, we cannot 
establish a cut-off point between adjectives and nouns, except arbitrarily, 
i.e. by deciding arbitrarily that we arc going to take one, rather than 
another, of the seven criteria as definitive -  and even then, some of the 
individual criteria are not definitive, as indicated by alternative entries 
separated by a slash or entries in parentheses. The situation is rather that 
we have clear prototypes, and a continuum separating those prototypes 
from one another, much as with colour terms, even though here we are 
clearly dealing with grammatical categories.

Actually, the continuum-like nature of the distinction between adjec
tival and substantival properties finds an even stronger manifestation in
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Russian numerals if we also take into account statistical preferences where 
alternatives are possible. For instance, after the numerals ‘ two', 1 three\ 
and £ four an adjective may be in either the nominative plural (as would 
be expected if these numerals were adjectives) or the genitive plural (as 
would be expected if these numerals were nouns). If one counts the oc
currences of either possibility in text, it turns out that the preference for 
the adjectival type is greatest with 1 two' and lowest with < four*, i.e. even 
as between adjacent numerals one can establish that the lower is more 
adjective-like than the higher.

In conclusion, definitions based on prototypes must be allowed as a 
possibility.

5.3 ER G A T í V IT Y

In section 5.r, we posed a general problem for the syntactic analysis of any 
sentence, namely: what is the subject of the sentence? In view of the 
discussion of section 5.2, we can slightly reformulate that question. Im
plicit in the original question was that the question would have a clear-cut, 
discrete answer, i.e. a given noun phrase either would or would not be a 
subject. However, in terms of our characterization of subject as the inter
section of agent and topic, and given that agent and topic are logically 
independent notions and need not coincide in a given sentence, it is clear 
that the answer to our question may well be less than clear-cut : it may be 
the case that a given noun phrase has certain subject properties, but not all, 
i.e. instead of simply saying that a noun is or is not a subject we will 
characterize it as being a subject to a certain degree. Similarly, it is possible 
that subject properties in a sentence will be distributed among several 
noun phrases, or at least between two, rather than all characterizing a 
single noun phrase. In many instances, then, it is as pointless to expect a 
clear-cut answer to the question 4 what is the subject of this sentence ?1 as it 
is to expect a clear-cut answer to the question ‘ is Russian pjat’ ‘ five5 a 
noun or an adjective? ” In the present section we will examine implications 
of this further, with particular regard to ergativity.

In section 5.1, we also posed the more specific question of identifying 
the subject of the ergative construction. In order to discuss this construc
tion adequately, especially in terms of its similarities to and differences 
from the nominative-accusative construction, it is necessary to have a set 
of terms that is neutral between the two systems. The following is the set 
that we propose : The single argument of an intransitive predicate we will 
symbolize as S ; this is clearly mnemonic for subject, and in general there is 
little or no controversy concerning the subject status in most intransitive
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(single-argument) constructions across languages, so the mnemonically 
suitable symbol is also suitable in terms of its content, In the transitive 
construction, there are two arguments, and in order to avoid circularity we 
shall label neither of these with the symbol S. In the prototypical transitive 
situation, the participants are an agent and a patient, and this remains 
constant irrespective of the morphological or syntactic behaviour of the 
sentence in any individuallanguage. We may therefore, starting originally 
with transitive predicates describing actions, label the agent as A, and the 
patient as P3 so that in the sentence / hit you, or in its translation into 
( Chukchi, irrespective of the case marking of the various noun phrases I 
will be A and you will be P. The labels are again clearly mnemonic, for 
agent and patient, respectively. However, the advantage of having arbi
trary labels A and P rather than actually using agent and patient is that we 
can continue to use the arbitrary symbols even when we pass beyond 
prototypical transitive situations (i.e. actions) to other constructions in the 
language that have similar morphology and syntax. In English, for in
stance, the transitive verb see behaves morphologically and syntactically 
just like the action transitive verb Air, so that although in / saw you the 
pronoun 7 is not, in terms of semantic role, an agent, we can still symbolize 
it as A. A and P are thus syntactic terms, whose prototypes are defined in 
semantic terms.

In discussing examples (i) and (2) introduced at the beginning of this 
chapter, then, we can say that in (1) Chukchi yBm and English I  are Ss; in 
(2) Chukchi ydmnan and English I  are As, while Chukchi yat and English 
thee arc Ps. Moreover, in English one case is used to encode S and A -  a 
case of this kind is called nominative; and another case is used to encode 
P -  a case of this kind is called accusative. In Chukchi, one case is used to 
encodc S and P -  a case of this kind is called absolutive; another case is 
used to encode A -  a case of this kind is called ergative. The discussion 
thus far has related essentially to morphology, and we return to ergative- 
absolutive and nominative-accusative case marking in chapter 6. It is now 
lime to turn to syntactic properties of subjects.

From the remarks made hitherto about subjects in English, it should be 
clear that English treats S and A alike as subjects for syntactic purposes, 
certainly for those syntactic points discussed so far, and indeed for most 
others. We can illustrate this by means of examples using coordination, in 
particular coordination of clauses that share a noun phrase in common and 
where that noun phrase is omitted in the second conjunct. If we try and 
conjoin sentences (8), (9), and (io), taking a transitive clause and an intran
sitive clause, in that order, then it is clear that we can conjoin, with omis
sion of the second occurrence of the coreferential noun phrase, only (8) and
(9), and not (8) and (10) :
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The man hit the woman. (8)

The man came here. (9)

The woman came here. (10)

The man hir the woman and came here. (=  (8) + (9)) (11)

Even though sentence (11) contains no overt S for the intransitive predi
cate came here, it is absolutely clear to the native speaker of English that the 
only possible interpretation for this sentence is that the man came here, 
even though the alternative interpretation * the man hit the woman and the 
woman came here * would make perfect sense. In other words, in order to 
permit omission of a noun phrase from a second conjunct, English makes 
two requirements : (a) the semantic requirement that the two noun phrases 
be preferential; (b) the syntactic requirement that the two noun phrases 
be either S or A. For syntactic purposes, English treats S and A alike, so 
subject in English means S or A.

We may contrast this situation with the situation that obtains in Dyirbal, 
with the translations of our three English sentences (&)-(io):

Balan (Fugumbil baygul yararjgu balgan. (12)
w om an-ABSOLU TivE m a n -e r g a t iv e  h it

4 The man hit the woman.’

B ay i y ara baninyu. (13)
man-ABSOLUTiVE c a m e -h e r e

‘ The man came here.’

Balan dyugitmbil baninyu. (14)
w orn  an - ABSOLUT IVE came-here

‘ The woman came here.’

Balan dyugwnbil baygul yaraygu balgan, bantnyu.
(= (1 2 )+ ( i4)) (15)

1 The man hit the woman, and the woman came here.5

(In Dyirbal, nouns are usually accompanied by a classifier agreeing in 
class, including gender, and case with the noun; in the above examples, 
these are balan% baygul, and bayi.) Note in particular that (15) does not, and 
in Dyirbal cannot, have the meaning of English sentence (11): the two 
sentences in the two languages are crystal-clear in their interpretations to 
native speakers, though the interpretations happen to be different in the 
two languages. Dyirbal, like English, has two restrictions on coordination 
with omission of a noun phrase, but while the semantic restriction is as in
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Knglish (the two noun phrases must be coreferential), the syntactic re- 
'itriction is different: in Dyirbal, the coreferential noun phrases must be S 
or P. Thus for syntactic purposes, Dyirbal treats S and P alike, as opposed 
to A, so that in Dyirbal the appropriate grammatical relation is one that 
groups S and P together, in other words subject in Dyirbal means * S or P 

Although it might seem that the syntactic difference follows the mor
phological difference between nominative-accusative morphology in Eng
lish and ergative-absolutive morphology in Dyirbal (as can be seen by 
comparing examples (i2)-(i4)), it is important to emphasize that this is not
I lie case. In English, the syntactic identification of S and A proceeds even 
with non-pronominal noun phrases* which do not have a morphological 
nominative-accusative distinction. In Dyirbal, personal pronouns of the 
first and second persons happen to have nominative-accusative case mark
ing, a fact to which we return in chapter 6, but this does not affect the 
ergative-absolutive basis of the coordination construction :

)Jad¥a rjinuna balgan. (16)
I-NOMINATIVE you-ACCUSATIVE h it

‘ I hit you5

yad?a baninyu. (1 7 )

I-NOMINATIVE c a m e -h e re

* I ca m e  h e re .'

tjinda banirfu. (18 )

you-NOMiNATiVE came-here 
‘ You came here.’

JJadya rjittuna balgan, bantnyu. (19)
‘ I hit you, and you/*I came here.’

We should also note that not all languages pattern either like English or 
like Dyirbal. In Chukchi, for instance, in coordinate constructions the 
omitted S of an intransitive verb can be interpreted as coreferential with 
either the A or the P of the preceding verb :

3/tlay -e talayvdnen ekak
fa th e r  e r g a t iv e  he-beat-him son -A B SO L U T iV E  

dnkPam ekveryPt. 
a n d  h e - le ft  

‘ T h e  fa th e r  b e a t th e  so n , a n d  the fa th e r/th e  so n  le f t /
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In Yidiny, as we saw in section 3.4* the preferred interpretation for an 
omitted S follows the morphology (coreferential with an absolutive or 
nominative noun phrase in the transitive clause), thus combining aspects 
of nominative-accusative and ergative-absolutive syntax, whereas 
Chukchi is completely neutral as between them, in this instance. One 
important point that the Yidiny material illustrates particularly clearly is 
that it is misleading to classify a language as being either ergative or not, 
rather one must ask : to what extent, and in what particular constructions is 
the language ergative, i.e. where does its syntax operate on a nominative- 
accusative basis and where does its syntax operate on an ergative^ 
absolutive basis. In Yidiny, then> in the transitive construction, in some 
instances the A will have subject properties under coordination (example 
(44) of chapter 3), in other instances the P will have subject properties 
(example (43) of chapter 3), in yet other instances subject properties will be 
distributed between the two noun phrases (example (45) of chapter 3).

In common with many, but not all, languages, both English and Dyirbal 
have different syntactic means of encoding the same semantic roles, i.e. 
different voices. In English, for instance, we can take the transitive sen
tence (8), with the man as A and the woman as P, and rephrase it as a 
passive, an intransitive construction, in which the woman appears as S and 
the man as an oblique object (i.e. neither S, A, nor P) :

The woman was hit by the man. (21)

Since the woman is S of (21), and also S of the intransitive sentence (10),. it is 
possible to coordinate these two sentences together, omitting the coreferen
tial S from the second conjunct, to give (22), which has exactly the same 
meaning as Dyirbal sentence (15):

The woman was hit by th e man and came here. (22)

In Dyirbal, it is possible to take a transitive sentence like (12) (or, for that 
matter, (16)) and rephrase it so that ‘ the man1 appears as an S, and ‘ the 
woman1 as an oblique object, adding the suffix -yay to the verb. This kind of 
voice, whereby the A of the basic voice appears as an S, has in recent work on 
ergativity come to be called the antipassive voice :

Bayi yarn bagun dyugumbilgu
m a n -A b s o l u t iv e  w om an -D A T ivE

balgalt)anyu. (23)
hit-ANTIPASSIVE

‘ The man hit the woman.*
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In Dyirbal, it is then possible to conjoin (23) with the intransitive sentence 
( 13), of which ‘ the man * is also S. For reasons that go beyond our concerns 
here, the only order in which this particular conjunction is possible is with 
the intransitive clause first :

Bayiyara baninyu3 bagun (Fugumbilgu balgalQarPu. (24)
4 The man came here and (he) hit the woman.1

Thus we see that one of the functions of different voices in languages is to 
redistribute subject properties : in English, to enable what would otherwise 
be a P noun phrase to have subject properties (as an S) ; in Dyirbal, to 
enable what would otherwise be an A noun phrase to have subject proper
ties (as an S).

We may close the discussion of this section by recapitulating the main 
points, and driving them home with one further example. While the as
signment of subject is clear in most intransitive constructions* especially 
those that are literally one-place predicate constructions, in transitive con
structions we may find subject properties assigned cither to the A, in 
which case we have nominative-accusative syntax, or to the P, in which 
case we have ergative-absolutive syntax. Some languages show strong 
preference for one or the other -  e.g. English is largely nominative- 
accusative, Dyirbal largely ergative-absolutive -  while other languages are 
more mixed, In Chukchi, the infinitive construction works on the 
nominative-accusative system, with omission of the S or A of the infini
tive, with the suffix -(z)k:

Yamnan yat tite
I - e r g a t i v e  you-ABSO LirriVE s o m e tim e  

mavinretyat ermetvi-k. 

le t -m e -h e lp - y o u  to -g r o w -s tr o n g  

4 Let m e  h e lp  y o u  to  g r o w  stro n g.*

Moryanan yat matrevinretyat

w e - e r g a t i v e  you-ABSOLUTiVE w e - w il l- h e lp - y o u  

rivl-zk amalPo yeceyot. 

to -m o v e  all gathered-things-A B SO L U T iV E  

‘ W e  w ill  h e lp  y o u  m o v e  a ll th e  g a th e re d  ite m s .’

In (25), the S of ‘ grow strong’ is omitted; in (26), the A of ‘ move1 is 
omitted. In the negative participial construction, with the suffix -IP on the

(25)

(26)
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verb in the participial form, the construction may be used to relativize 
either the S or the P of the participial clause, but not its A (unless the 
clause is antipassivized, as in (29), with relativization then effectively of the
S):

E -tippeyqe-ka -1? -in
NEGATIVE s in g  NEGATIVE PARTICIPLE ABSOLUTIVE

yevacqet rayizyPi. (27)
w oman - a b s o l u t  iv e  she-went-home 

‘ The woman who was not singing went home.1

Iyar a -yoP -ka -IP -eta
n o w  n e g a t iv e  re a ch  NEGATIVE PARTICIPLE a l l a t i v e

enm -eta manalqanmak. (28)
hill ALLATIVE Iet-US-gO 

'N ow  let us go to the hill which (someone) didn't reach,’

En -aytat-ka -IP -a
ANTIPASSIVE ch a se  NEGATIVE PARTICIPLE ERGATIVE 

qaa -k Paacek-a vinretarkaninei
re in d e e r  l o c a t iv e  y o u th  e r g a t iv e  h e -h e lp s -th e m  

q evacqetti. (29)
wom en-ABSOLUTiVE 

‘ The y o u th  w h o  d o e s  n ot c h a s c  th e  re in d e e r  

is h e lp in g  th e  w o m e n /

(Note that in (29) the object of the antipassive verb stands in the locative 
case.)

5.4 S E M A N T IC  AN D P R A G M A T IC  F A C T O R S

So far, we have not related splits between nominative-accusative and 
ergative-absolutive syntax to the distinction between those properties that 
are more properly correlated closely with agent, and those that are more 
closely correlated with topic, and it is to this discussion that we now 
proceed, although our discussion will necessarily involve only exemplifi
cation of a limited number of properties.

We may start off with subject properties that correlate more closcly with 
agent properties. In many languages, in imperatives it is possible to omit 
reference to the addressee if that addressee is an A or an S, but not if it is a 
P; indeed, many languages have an even stricter requirement, namely that
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tjhc S or A of an imperative construction must be second person (ad
dressee), i.e. they only have second person imperatives. This can be illus
trated for English by the examples come herei (i.e. you come here!) and hit 
the man! (i.e. you hit the man!)> where it is possible to omit the addressee 
pronoun, in contrast to leijmay the man hit you! , where it is not possible to 
do so. Interestingly enough, in Dyirbal, precisely the same constraint 
holds: despite the widespread prevalence in this language of syntactic 
constructions where S is identified with P, in imperative addressee de
letion S is identified with A, as in English:

( IJinda ) bani. (30)
you-NO M iNATiVE com e-here-iM PER A TiV E  

‘ Come h e r e ! ’

(ljinda) bay i yarn balga. (31)
yOU-NOM INATIVE man-ABSOLUTIVE hit-IMPERATIVE 

4 Hit the man ! ’

The motivation for this distribution is not hard to find. For an instruc
tion to be felicitous, the person to whom the instruction is addressed must 
have control over the resultant situation. In general, S and, especially, A 
are the participants who have most control over the situation, whereas P 
rarely has much control, so that it is more natural that the recipients of 
instructions should be encoded linguistically as an S or an A than as a P. 
Imperative addressee deletion simply provides a more compact means of 
expression for the more expected situation, i.e. addressees can be deleted 
when they are the more agentive S or A, but not when they are the less 
agentive P. This is thus a clear instance of a subject property that corre
lates with an agent property. Note that we are not saying that subject and 
agent are identical with respect to this property, or that the syntactic rule 
can be stated in terms of agents rather than in terms of subjects. For Eng
lish, this is clearly untrue, since one can form passive imperatives where 
the addressee is not an agent but can be deleted, or where the agent is 
addressee but cannot be deleted (although the resultant sentences are very 
unnatural):

Be amazed by the world's greatest lion-tamer ! (32)

Letjmay fhis problem be solved by you! (33)

What we are claiming is that this subject property has a high correlation 
with an agent property, and therefore the S/A identification is more natu
ral, even in a language like Dyirbal where the S/A identification otherwise 
plays little or no role in the language.
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identification for a subject property that correlates highly with an agent 
property, only that there will be a strong tendency for this to be the case 
(i.e. a universal tendency rather than an absolute universal). In Dyirbal, 
for instance, one might expect the same nominative-accusative syntax to 
carry over to indirect commands, deleting the S or A of the indirect com
mand if coreferential with the recipient of the command. In fact, however, 
the A of an indirect command cannot be deleted in that form, rather the 
anti passive must be used, presenting that noun phrase as an S, which can 
then be deleted by the general rule allowing deletion of either an S or a P :

ÍJana yabu gigan tjumagu
We-NOMÏNATIVE mOther-ABSOLUTIVE to ld  father-DATIVE

buralrjaygu. (34)
$ee-ANTIPASSIVE-INFINITIVE 

‘ We told mother to watch father."
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(Note that the dative is one of the possible cases for the patient in the 
antipassive construction.) If the unmarked voice is used for a transitive 
verb in the infinitive, then only a coreferential P may be omitted, as in

(35):

tJadPa bayi yara gigan
I-NOMINATIVE man-ABSOLUTIVE to ld  

gubifjgu mawali. (35)
doctor-ERGATiVE e xam in e-iN F lN lT iV E  

‘ I to ld  th e  m a n  to  b e  e x a m in e d  b y  th e  d o c t o r . ’

The example of imperative addressee deletion involved a natural identifi
cation of S and A, i.e. natural nominative-accusative syntax. We may now 
turn to an example of natural ergative-absolutive syntax. In Ni vkh, there is a 
resultative construction, i.e. a construction referring to a state that has come 
about as the result of a previous event, using the suffix -y*ta. With intransi
tive verbs, this involves simply the addition of the suffix to the verb :

Anaqyo -d\ (36)
iron rust
‘ The iron rusted.’

Anaqyo -ydta -<T.
iron rust r e s u l t a t iv e  

‘ The iron has rusted.*

(37)
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(The verb-final suffix -d’ is an indicator of finiteness.) If, however, wc take a 
ininsitivc verb) then a number of changes take place relative to the non- 
resultative form :

Umgu t’us iha -cf. (38)
woman meat roast
‘ The woman roasted the meat.’

T*us fa -\3ta -d\ (39)
meat roast r e s u l t a t iv e  

‘ The meat has been roasted/

First, for the majority of transitive verbs in most circumstances, the A of 
the transitive verb must be omitted in the resultative construction. Sec
ondly, the P of the transitive verb has the property that it conditions 
consonant-initial alternation in the verb (cf. the initial th- of (38)), and the 
absence of such alternation in the resultative verb suggests that this noun 
phrase is no longer P. Whatever the precise details of the syntactic analy
sis, we can say that the resultative verb has a single argument, and that this 
argument corresponds to the S of a non-resultative intransitive verb, but to 
the P of a non-resultative transitive verb. In other words, S and P behave 
alike, as opposed to A.

The explanation this time is to be sought in the pragmatic structure of 
resultative constructions. Any such construction attributes a change of 
state to a certain entity. With intransitive predicates, the change of state is 
necessarily attributed to the S: in sentence (37), it is the iron that has 
undergone a change of state. With transitive predicates, although it is in 
principle possible for the change in state to characterize the A , as in John 
has climbed the mountain  ̂ it is more usual, especially with the prototypical 
transitive predicates describing an action involving a change of state, for 
the change of state to be attributed to the P. If we say the woman has roasted 
the meaty then we are necessarily talking about a change of state in the 
meat, and whether or not there is any change of state in the woman is 
simply left open. What Nivkh docs is to grammaticalize this natural top- 
icalization of S or P in the resultative construction, by allowing only S or P 
to be expressed.

Again, we arc not claiming that a language must make this identification 
in the syntax of resultative constructions. English, for instance, does not> 
so that the woman has roasted the meat is perfectly acceptable as the re
sultative of the woman roasted the meat. We are claiming, however, that 
languages will tend to show a bias towards ergative-absolutive syntax in 
resultative constructions.
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In many constructions» unlike imperatives and resultatives, there seems* 
a priori, to be no expected bias towards identifying S with either of A or P, 
for instance with omission of noun phirases under coordination, and it is in 
these constructions that we find most variation across languages: with 
coordination, for instance, English has nominative-accusative syntax. 
Dyirbal has ergative-absolutive syntax  ̂ Yidiny has both, and Chukchi has 
neither. However, our present understanding of the cross-language distri
bution in such cases suggests that nominative-accusative syntax is in fact 
more widespread than ergative-absolutive syntax, and we might ask why 
this is so. Moreover, if we take a piece of natural nominative-accusative 
syntax like imperative addressee deletion, there are few or no languages 
that go against it by having ergative-absolutive syntax. However, if we take 
a piece of natural ergative-absolutive syntax, like resultative constructions, 
then we do find a wide range of languages that go against the natural syntax 
by having nominative-accusative syntax. In other words, there seems to be 
a general bias in language, interacting with naturalness of identification of S 
with A or P, towards nominative-accusative syntax. This general bias, in 
turn, has an explanation: as we shall see in slightly different context in 
chapter 9, humans have a strong tendency to select more agentivc entities as 
topics of discussion, which means that there is a natural corrélation 
between agent and topic: other things being equal, one would expect agent 
and topic to coincide. The notion of subject then simply reflects the 
grammaticalization of this expected coincidence, and explains why so many 
languages do have a grammatical relation of subject definable in its core as 
the intersection of agent and topic.

While preference for equating agent and topic does seem by far the most 
prevalent identification across languages, there are some languages that do 
not show this particular identification. In Dyirbal, for instance, subject 
properties that are not agent-bound, and even some of those that are (cf. 
indirect commands), adhere to the P rather than to the A. In Dyirbal, then, 
it seems that agentivity is virtually irrelevant to the establishment of sub- 
jecthood, preference being given to P. In a number of Austronesian 
languages» especially Philippine languages, a similar, though less extreme, 
situation sieeim to obtain, with some syntactic processes being conditioned 
by grammatical relations that are close to semantic roles (role relations, 
grammatical relations of set I), other syntactic processes by grammatical 
relations that arc close to pragmatic roles (reference relations, grammatical 
relations of set II), in the latter case with the preference for patient rather 
than agent to occupy this grammatical relation. The following examples are 
from Tagalog.

The basic system in Tagalog can be illustrated by comparing the 
following two sentences:
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Bumili ang babae ng baro.(40)
bought*ACTOR-FOCUS FOCUS woman UNDERGOER dress 
'The woman bought a dress."

Binili ng babae ang baroX 41)
bought-UNDERGOER-FOCUS ACTO R woman FOCUS dress 
'A/the woman bought the dress.’

Each Tagalog noun phrase is preceded by a particle. Most of these particles 
indicate grammatical relations of set I, though it happens that the particle 
ng is ambiguous: it is used with both 'actors' (a term in some of the Philippine 
literature for the grammatical relation of set I that correlates highly with 
agent, i.e. in our terminology the subject in set I) and ‘undergoers’ (the 
grammatical relation of set I that correlates highly with patient). In a 
clause* one noun phrase is selected as ‘focus’, the only distinct grammatical 
relation o f set II and correlating somewhat with topic, i.e. in our termin
ology the subject of set II. This noun phrase is preceded by the particle 
ang y which replaces the particle of set Ï; moreover, the verbal morphology 
indicates which grammatical relation of set I corresponds to the ‘focus’, so 
that in (40) the infix -urn- indicates actor focus (the actor appears as 
‘ focus*), while in (41) the infix -in- indicates undcrgoer focus (the under- 
goer appears as ‘focus’). The ‘focus’ of a clause is nearly always definite. If 
the undergoes is definite* then in nearly all instances it must be made 
‘focus’; there is no corresponding constraint against indefinite actors* this 
being one sense in which undergoer (closely correlating with patient) is 
preferred over actor (closely correlating with agent) as a candidate for 
“focus5 (subject) position.

Examples (42) and (43) introduce a little more morphology. The particle 
va> belonging to the grammatical relations of set I, has a wide range of 
irvrerpretations; we gloss it as dative. Pronouns have some irregular forms, 
e.g. the actot form of lhc’ is niya, the ‘focus’ form siya.

Humiram siya ng pera (42)
borrowcd-ACTOR: FOCU S he: FO CU S UNDERGOER money 

sa bangkc\
D A TIV E  bank 

‘He borrowed money from the bank/

Hiniram niya ang pera
horrowed-UNDERGOER: FOCU S he: A C T O R  FOCU S money 

sa bangko. (43)
D A TIVE bank 

‘He borrowed I he money from the bank.’
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If we embed (42) and (43) under a verb meaning ‘hesitate’, then this is a 
construction which, a priori, favours S/A identification -  one can only 
hesitate about something under one’s own control -  and here Tagalog 
allows deletion of the actor, irrespective of whether it is ‘focus1 or not:

Nagaiiibili siya -ng humirart ng pera sa
hesitated-ACTOR: FOCU S he: FOCU S

bangko. (44)
‘He hesitated to borrow money from the bank.5

Nagatubili siya-ng hiramin ang pera $a bangko. (45)
‘He hesitated to borrow the money from the bank.5

(In the last two examples, the suffix -ng is a clause-linker; hiramin in (45) is 
the nonfinite equivalent of hiniram.)

If, however, we take a construction that is neutral as between identifica
tion of S with A or P, then Tagalog treats the "focus’ as subject, i.e. 
reference is to grammatical relations of set II. For instance, in Tagalog 
relative clauses, the noun phrase relativized can only be the ‘focus* of the 
relative clause. If we want to say ‘that is the woman who bought the dress’, 
then the actor-focus construction (as in (40)) must be used, as in (46):

Iyon ang babae-ng bumili ng (46)
that FO CU S woman bought-ACTOR: FOCU S UNDERGOER 

baro. 
dress

But if we want to say ‘that is the dress that the/a woman bought’, then the 
undergoer-focus construction (as in (41)) must be used, as in (47):

Iyon ang baro-ng binili ng (47)
that FO CU S dress bought-UNDERGOER: FO CU S ACTO R  

babae. 
dress

To conclude this chapter, we note that treating subject as a diffuse* rather 
than a discrete, notion, while perhaps seeming at first to weaken the notion of 
subject, does in fact provide us with a powerful tool which, in conjunction 
with independently established correlations with agent and topic properties, 
enables us to describe in a unified way, with a large measure of explanation, 
disparate phenomena across a wide range of languages.
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N O TES A N D  K EI'14K 1£N CES

The idea of defining prototypical subject as a multi-factor concept is devel
oped initially by Keenan (1976b), although I do not use his classification of 
properties here. The strongest criticism of this approach comes from Johnson 
(1977a), but unfortunately Johnson begs the question by assuming that a 
definition must be in terms of necessary and sufficient conditions. M y dis
cussion of the continuum (‘ squish *) from adjective to noun in Russian nu
merals is based closely on Corbett (1978).

The discussion of ergativity in section 5.3 is based on Comrie (1978b). Very 
similar ideas, though with certain differences in terminology, emphasis, and 
concept, are given independently by Dixon (1979); note in particular that 
Dixon uses O for my P, uses subject for a natural grouping of S and A, and 
uses pivot for a grouping of S with A  or S with P in a particular language. 
The Dyirbal examples derive originally from Dixon (1972), except for (35), 
which I owe to a personal communication from Dixon. Numerous studies 
on ergativity are gathered in Plank (1979) and Dixon (1987); the Chuckchi 
examples are from the contributions 10 this volume by Comrie (1979c, 226, 
227, 229) and Nedjalkov (1979, 242).

Splitting subject properties between agent (role) and topic (reference) 
properties is developed, especially for Philippine languages, by Schachtcr 
(1976, 1977); the Tagalog examples are taken from the second of these* It 
should be emphasized that* contrary to the impression given in many 
accounts of Philippine languages, the notions actor and ‘focus’ are syntac
tic, and not directly semantic or pragmatic; the use of ‘focus' in this sense3 
very different from the pragmatic sense discussed in section 3.2, is 
unfortunate, but has become entrenched. The intuition of subject dif
fuseness is captured in a number of different ways in formal theories of 
syntax, e.g. by having different grammatical relations assigned to noun 
phrases at different levels (the standard theory of generative grammar) or 
strata (relational grammar), by relying on the interaction of different 
modules (government and binding, e.g. Baker 1988, 228),, or by separating 
role properties of subjects from reference properties (role and reference 
grammar, e.g. Foley & Van Valin 1984). The Nivkh examples are from 
Nedjalkov ei al (1974). Factors controlling the distribution of nominative- 
accusative and ergative-absolutive syntax are discussed by Moravcsik 
(1978b); semantic correlates of the ergative-absolutive distinction are 
discussed by Keenan (1984). The discussion of imperative addressee 
deletion is based on Dixon (1979, 112-14), that of resultative constructions 
on Comrie (1981a); see also Comrie (1984).
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CASE MARKING

6,1 THE D IS C R IM IN A T O R Y  F U N C T IO N  OF CASES

In this chapter, we are going to look at one way in which consideration of 
data from a wide range of languages has enabled us to gain important new 
insights into a general linguistic phenomenon, insights that would probably 
not have been obtained solely by the investigation of a single language, and 
certainly not from the detailed, abstract analysis of English. If one looks at 
the accounts given of the uses of cases in traditional, and many non- 
traditionaij grammars, there is usually the assumption -  in many instances, 
justified -  that the use of a given morphological case will correlate highly 
cither with a given semantic role, or with a given grammatical relation. Thus 
the locative case is said to be the case for expressing location, the ablative for 
expressing motion away from, and so on; the nominative is described as 
being the case for the subject, the accusative for the direct object (or, in 
frameworks that eschew the distinction between semantic and syntactic 
cases, nominative correlates with agent and accusative with patient). In addi
tion to case marking systems based on semantic and/or syntactic criteria, 
recent linguistic research has also uncovered languages where pragmatic 
criteria are important in assigning case, as in Japanese and Tagalog, for 
instance.

In addition, however, to languages where some or all of the cases can be 
accounted for in this way, there remains a set of recalcitrant data, where on 
the basis of semantic roles or grammatical relations or pragmatic roles 
there remain some cases that do not correlate directly with any syntactic or 
semantic or pragmatic role, but rather seem to be used for a given role, but 
only in certain, limited circumstances. The aim of this chapter is to investi
gate some of these examples, in particular examples concerned with sub
jects and direct objects (or, more accurately, with S> A, and P). The reason 
why this discussion fits well into our general discussion of universals and
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typology is that the kinds of non-correspondence that we shall be looking 
at are found to recur in a wide variety of languages from different genetic 
and areal groupings, i.e. we are dealing with a significant phenomenon 
from the viewpoint of language universals. Moreover* not only can we 
establish a general pattern of similar distribution across languages, we can 
actually go a long way towards finding an explanation for this cross
language similarity.

We shall begin our discussion by considering the nominative-accusative 
and ergative-absolutive case marking systems, already introduced in pass
ing in chapter 5. If wc take S* A, and P as our primitives* and assume for 
the moment that we are restricting ourselves to hinguages that treat each of 
these three relations homogeneously* i.e. do not have different cases for 
different types of S, etc., then it is clear that there are not just two logically 
possible kinds of case marking system, but five. The nominative- 
accusative system groups S and A (nominative) together against P (accus
ative). The ergative-absolutive system groups S and P (absolutive) to
gether against A (ergative). Both of these systems are widespread across 
the languages of the world. The neutral system would have the same form 
for all three primitives, but since this is tantamount to lack of case marking 
for these relations, it is not directly relevant to our considerations : as a 
system, it is, of course, widespread in the languages of the world* but most 
languages with this system have other means, such as verb agreement or 
word order, to indicate which noun phrase is A  and which is P in the 
transitive construction. The fourth possible type* tripartite, would have 
distinct cases for each of the three primitives. The fifth type would group 
A and P together as against S.

The tripartite system is found* but is very rare. In a number of 
languages, as we shall see in more detail below, it is found with a subset of 
the noun phrases in a language, namely where nominative-accusative and 
ergative-absolutive systems co-existing in a language intersect. But there 
is only one language for which it has been reported that this tripartite 
system exists for all noun phrases in the language, namely Wanggumara. 
Thus we can say with confidence that this system is very rare across the 
world’s languages. The last type, with A/P-S alignment, seems to be 
equally rare: the only reliable attestations known to us are for certain 
classes of noun phrases in certain Iranian languages, where it represents an 
intermediate diachronic stage in the breakdown of an earlier ergative- 
absolutive case marking system in the direction of a nominative-accusative 
system. The question arises immediately why, of four logically possible 
case marking systems, two should account for almôst all the languages of 
the world that have a case marking system that consistently distinguishes 
among S, A, and P. If we compare the noun phrase arguments of intransi-
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tive and transitive constructions, as in (i)-(2) (irrespective of word order), 
then a possible motivation for this distribution emerges:

S întransitive (l)

A P V lransllivc (2)

In the intransitive construction, there is only a single argument, so there 
is no need, from a functional viewpoint, to mark this noun phrase in any 
way to distinguish it from other noun phrases. In the transitive construc
tion, on the other hand, there arc two noun phrases, and unless there is 
some other way (such as word order) of distinguishing between them, 
ambiguity will result uniess case marking is used. Since it is never necess
ary, in this sense, to distinguish morphologically between S and A or S and 
P (they never cooccur in the same construction), the case used for S can be 
used for one of the two arguments of the transitive construction. The 
nominative-accusative system simply chooses to identify S with A, and 
have a separate marker for P ; while the ergative-absolutive system chooses 
to treat S the same as P, with a separate marker for A. The tripartite system 
is unnecessarily explicit, since in addition to distinguishing A from P, it 
also distinguishes each of these from S, even though S never cooccurs with 
either of the other two. The A/P -  S system iŝ  from a functional view
point, singularly inefficient, failing to make the most useful distinction 
(between A and P), and making a useless distinction (between A and S, 
likewise between P and S). Whatever may be the value of functional expla
nations in general in linguistics and language universals in particular, here 
we do have a good example where the predictions of the functional ap
proach appear to fit in very well with the observed distribution of case 
marking systems across the languages of the world.

In fact, the functional approach makes a further prédiction that is borne 
out by actual distribution. In a case system where one of the two cases used 
for indicating these three primitives is formally less marked than the other, 
for Instance where one of the forms is simply the stem of the noun in 
question whereas the other has some overt affix, it is nearly always the case 
that the formally unmarked item is used to indicate S, whence also A in the 
nominative-accusative system and P in the ergative-absolutive system. 
This is Greenberg’s universal number 38: ‘ where there is a case system, 
the only case which ever has only zero allomorphs is the one which in
cludes among its meanings that of the subject of the intransitive verb’, 
although a very few counterexamples to this generalization have since been 
uncovered, all with a nominative ease more marked than the accusative, 
e.g. such as Mojave Yuman languages where the nominative takes the 
suffix -c and the accusative has no suffix. If, however, we restrict ourselves
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10 the more general pattern, then we can see that in the nominative- 
Jiccusative system, a special marker is added to P to distinguish it from A, 
which like S is unmarked. In the ergative-absolutive system, a special 
marker is added to A to distinguish it from P, which like S is unmarked. 
The functional explanation of these two case marking systems may also 
explain why there is so often a discrepancy between the case marking 
system and the syntactic orientation of the language in question, as 
discussed in chapter 5: the cases do not relate directly to grammatical 
relations, but rather directly to distinguishing between A and P,

We would emphasize one point before proceeding further with the func
tional model of case marking and its implications. We are not claiming that 
the sole function of case marking is discriminatory in this sense, since there 
is a whole host of instances where the function of a given case can be 
correlated with semantic parameters. What we are claiming is that there do 
exist many instances where this functional approach is necessary in order 
to guarantee a full understanding of the role of case marking.

6.2 N A T U R A L  IN F O R M A T IO N  F L O W  IN  THE

T R A N S IT IV E  C O N S T R U C T IO N

From section 6.1, it emerges that the discriminatory function of case mark
ing will show itself most clearly in the transitive construction, where there 
is a need to distinguish between A and P, rather than in the intransitive 
construction, where S alone occurs. Where one finds different cases used 
for different occurrences of S in a language, the conditioning factor is 
usually semantic (to the extent that it is not lexically idiosyncratic) : for 
instance in Tsova-Tush, as discussed in chapter 3 (sentences (i)-(2)), the 
distinction between the ergative and absolutive cases for intransitive 
subject is dependent on the degree of control exercised by the S over the 
situation described. There are also instances where differential case mark
ing on A and/or P can be readily handled in semantic terms without appeal 
to functional factors. For instance, in Finnish the P stands in the partitive 
case if only partially affected by the action (e.g. if only some of an entity is 
affected), but in a non-partitive case if totally affected:

Hàn oui rahaa (p a r t i t i v e ). (3)
"He took some money.'

Hàn otti rahan (ACCUSATIVE). 

4 He took the money.*
(4)
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In this section, however, we will be concemcd with formal case distinc
tions that do not correlate this closely with a combination of semantic or 
syntactic factors, in particular trying to account for the following facts: a 
large number of languages have special cases for animate and/or definite 
Ps, distinct from the cases used for other Ps, and also not used elsewhere as 
markers of definiteness; conversely, many languages have a special case 
used only for As of low animacy, and not otherwise used as indicators of 
either A or low animacy.

Before proceeding to the data here, we will outline the explanation, 
following on from the discussion of the preceding section, that we will be 
appealing to, as this will make the citation of the individual pieces of data 
more comprehensible, In the transitive construction, there is an infor- 
mation flow that involves two entities, the A and the P. Although in 
principle either of A and P can be either animate or definite, it h:as been 
noted that in actual discourse there is a strong tendency for the infor
mation flow from A to P to correlate with an information flow from more 
to less animate and from more to less definite. In other words, the most 
natural kind of transitive construction is one where the A is high in ani
macy and definiteness, and the P is lower in animacy and definiteness ; and 
any deviation from this pattern leads to a more marked construction. This 
has implications for a functional approach to case marking: the construc
tion which is more marked in terms of the direction of information flow 
should also be more marked formally, i.e. we would expect languages to 
have some special device to indicate that the A is low in animacy or defi
niteness or that the P is high in animacy or definiteness. This is precisely 
what we will try to document in the remainder of this section.

In the immediately preceding discussion, we have introduced the two 
terms animacy and definiteness. We will return to definiteness in more 
detail later on in this chapter, but for the moment we can work with the 
general definition of definiteness as the presupposition that the referent of 
a definite noun phrase is identifiable by the hearer; in terms of English 
structure, a definite noun phrase will either be a pronoun, a proper name, 
or a common noun introduced by the definite article or a demonstrative or 
preposed possessor. Animacy is a much more complex phenomenon, to 
which we return in chapter 9. For the moment, suffice it to say that a noun 
phrase is higher in animacy if it is to the left on a continuum some of whose 
main points are: first/second persons pronouns > other human noun 
phrases > animal noun phrases > iinanimate noun phrases.

If a given transitive construction has to be marked to show that it does 
not correspond to the normal direction of flow of information, then there 
are (at least) three ways in which this marking could be made. First, one 
could mark the construction as a whole, say by marking the verb, to indi
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cate an unexpected constellation of A and P; we examine this possibility in 
ficction 6.2.1. Secondly, one of the noun phrases (or both of them) could be 
marked, say by having a special marker for unexpected As (those low in 
definiteness or animacy) and/or for unexpected Ps (those high in défi
ni tcncss or animacy) ; such examples are discussed in section 6.2.2.

6 ,2 .1 IN VER SE FORM S

A number of languages have special verb forms to indicate whether the 
transitive action is initiated by an A higher in animacy than the P or lower 
in animacy than the P (with the third possibility, A and P equal in animacy, 
being treated arbitrarily as the one or the other). Perhaps the most famous 
instance of this in the linguistic literature is in the Algonquian languages, 
where one set of verb forms, the so-called direct forms, are used when the 
A is higher in animacy than the P, while the so-called inverse forms are 
used where the P is higher than the A. The actual animacy hierarchy of 
Algonquian languages takes the form: second person > first person > 
third person proximate > third person obviative. The distinction be- 
rween two subtypes within third person, proximate and obviate, the 
lormer higher in animacy than the latter* guarantees that there will never, 
m fact, be a transitive construction where A and P are equal in animacy.

The examples below are from Fox, though the general principle holds 
for Algonquian languages as a whole, The suffix -aa in these examples 
indicates the direct form, while -ek indicates inverse form. The prefix ne- 
indicates first person: this illustrates another important property of the 
Algonquian verb forms, namely that the prefix invariably encodes the 
participant higher in animacy ;> irrespective of its grammatical role:

ne -waapam-aa -wa. (5)

I SINGULAR see DIRECT 3

* I see him.’

ne -zuaapam-ek -wa. (6)
I SINGULAR see INVERSE 3 

‘ He sees me.'

6.2.2 D IF F E R E N T IA L  M A R K IN G  OF A AND P

The most widespread indication of unnatural combinations of A and P 
across languages, however, is not by marking the verb, but rather by marking 
one or both of the noun phrase arguments. The following patterns in par
ticular are found: (a) mark a P high in animacy, i.e. the accusative case is
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restricted to Ps that arc high in animacy ; (b) mark a P high in definiteness, i.e. 
the accusative case is restricted to definite Ps; (c) mark an A that is low in 
animacy j i.e. the ergative case is restricted to noun phrases that are low in 
animacy. Somewhat embarrassing is the absence of clear attestations of the 
fourth expected type, namely marking of an indefinite A; languages seem 
rather to avoid this particular construction by outlawing or discouraging 
transitive sentences with an indefinite A, cither recasting them as passives or 
by using a presentative construction (like English there is/are .. .)• In Eng
lish, although the sentences a bus has just run John over and a bird is 
drinking the milk are surely grammatical, more natural ways of expressing 
these pieces of information would be John has just been run over by a bus 
and there's a bird drinking the milk. In most languages that use the three 
methods outlined above for indicating less natural combinations of A and 
P, the case marking of A and P is determined independently, i.e. any A 
below a certain degree of animacy is marked ergative, irrespective of the P ; 
conversely, any P above a certain degree of definiteness or animacy is 
marked accusative* irrespective of the A. This contrasts with the inverse 
verb forms discussed in section 6.2.1, where it is usually the relation of A to 
P that is important, Finally, before proceeding to detailed exemplification, 
we should note that there are some languages where the occurrence of the 
special ergative or accusative marker is conditioned not by any specific 
rigid cut-off point on the animacy or definiteness hierarchies, but rather by 
a more general condition of the kind : use the spécial marker only if there n  
likelihood of confusion between A and P; the assessment of likelihood of 
confusion is left to the speaker in the particular context. Hua is an example 
of a language of this type.

For the relevance of animacy» particularly clear data are provided by 
Australian languages, almost all of which have split case marking deter
mined by the animacy hierarchy. As would be expected from our dis
cussion above, a special accusative case is often restricted to noun phrases 
towards the top of the animacy hierarchy : thus in Dyirbal it is found only 
with first and second person pronouns ; in Arabana only with human noun 
phrases j and in Thargari only with animate noun phrases. Conversely, the 
special ergative case is found only towards the bottom of the hierarchy, 
though usually, in fact, in these languages extending quite high up the 
hierarchy : thus most Australian languages have a separate ergative case for 
all non-pronominal noun phrases (e.g. Dyirbal), sometimes extending fur
ther up the hierarchy into the pronouns. Since the determination of the 
case of A and P is independent, it sometimes happens that accusative and 
ergative case marking meet neatly in the middle of the hierarchy without 
any overlap or gap, but quite frequently there is overlap in the middle of 
the hierarchy, which means that some noun phrases have a tripartite case
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marking system ; and it sometimes happens that there is a gap in the middle 
ol the hierarchy, some noun phrases having the neutral case marking 
v.v?nem. Thus Ritharngu, for instance, has a nominative-accusative case
11 mrking system for pronouns ; the tripartite system for humans and intelli
gent animals; and ergative-absolutive case marking for other nouns, i.e. 
Jitr non-intelligent animals and inanimates, in some languages, the middle 
K round in the hierarchy may be shared by both the tripartite and neutral 
uiae marking systems, as was discussed in section 3.4 for the Saibai dialect 
of Kala Lagaw Ya, which thus combines within one language nominative- 
m cusative, ergative-absolutive, tripartite, and neutral case marking.

One result of the split case marking pattern is that a single sentence, in 
ikldition to having a nominative A and an accusative P, or an ergative A 
und an absolutive P, can also have one of the patterns: ergative A and 
accusative P; nominative A  and absolutive P. These possibilities were 
ntten effectively discounted in earlier work on ergativity, with its rigid 
»iistinction between nominative and ergative constructions. The following 
^lustrations are from Dyirbal :

Balan cPugumbil baygul yaraygu balgan. (7)
wom an-ABSOLUTlVE m an-ERG AT IVE hit

‘ The m a n  hit the w o m a n .’

TJadya tjinuna balgan. (8 )

I-NOMINATIVE y o u - ACCUSAT IVE hit
* I hit y o u .'

Tfayguna baygul yaraygu balgan. (9)
I- a c c u s a t iv e  man-ERGATIVE hit
'T h e man hit me.’

f}adya bayi y ara balgan. (10)
I-NOMINATIVE man-ABSOLUT IVE hit
‘ I hit the man/

Although the most spectacular evidence for the relevance of animacy in 
fbc A does seem to come from Australian languages, it is also found in 
uther languages. For instance, in some North-East Caucasian languages 
(e.g. Lak), nouns have an ergative-absolutive case marking system, but 
l>ersonal pronouns have a neutral sÿstem. This is particularly interesting in 
that it goes against an otherwise largely valid generalization that pronouns 
tend to distinguish more categories than do nouns.
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The restriction of accusative marking to nouns that are high in animacy 
is very widespread across the languages of the world» and we will limit 
ourselves to a few examples. Even English provides relevant data heve» 
since it has a nominative-accusative distinction with (many) pronouns, e.g. 
I -  me, whereas it does not have any comparable distinction for other noun 
phrases. A particularly clear set of instances is provided by the Slavonic 
languages, where animacy is one of the key parameters determining 
whether a noun phrase will have a separate accusative case or not. In 
Russian, for instance, masculine singular nouns of the declension la have a 
separate accusative case (with the ending -a) if animate, but not otherwise :

Ja videl maPcik-a/begemot-a/dub/stol. (n )
‘ I saw the boy/hippopotamus/oak/table.*

In Russian, all animate nouns in the plural have a separate accusative case, 
while no inanimate nouns do. In Polish, only male human nouns have a 
special accusative case in the plural, instantiating a different cut-off point 
on the animacy hierarchy :

Widziaiem chhpcó wjdziewczyny (psy /dçby /stofy. (12)
T saw the boysjgirls/dogs/oaks/tables.’

The forms of the last four nouns are identical with the nominative plural, 
whereas the nominative plural o f 1 boys ’ is chlopcy.

There are data from a wide range of languages for special marking of 
definite direct objects : again, a few examples will suffice. In Turkish, only 
definite direct objects take the special accusative case suffix -1 (or its vowel 
harmony variants), all other direct objects being in the same suffixless 
form as is used for subjects (A or S) :

Hasan öküz-ü aldi.
Hasan ox a c c u s a t iv e  bought
'Hasan bought the ox.’

Hasan bir öküz aldi.
Hasan a ox bought
* Hasan bought an ox/

(In Turkish, Hasan öküz aldi is also possible, although it leaves open now 
mâny oxen were bought, i.e. c Hasan bought an ox or oxen \) In Persian, 
the suffix -rä is used to indicate definite direct objects :

(13)

(14)



CASK MARKI NG 133

Hawn keiab-ra did. (15)
Hasan hook a c c u s a t iv e  saw 
4 Hasan saw the book.’

Hasan yek keiâb did. (16)
Hasan a book saw 
‘ Hasan saw a book/

(As in Turkish, Persian also allows Hasan ketab did ‘ Hasan saw a book or 
hooks’ .)

What is particularly interesting in this respect is that some languages, in 
determining whether or not a P is to take the spécial accusative form or 
not, use both parameters of animacy and definiteness. In Hindi, for in
stance, a human direct object will normally take the postposition ko 
whether or not it is definite; only occasionally, and with affective value, 
<loes one find indefinite human noun phrases without ko in P position. 
Non-human, especially inanimate, Ps, however, never take ko if they are 
indefinite, though they may, and usually do, take ko if they are definite :

Aural bacce.ko bulä rahi hai. (17)
woman child a c c u s a t iv e  calling PROGRESSIVE is 
'T h e  woman is calling the/a child.’

? Aurai baccà bulä rah\ hai, (18)

(The oblique form baccet of baccay is automatic before a postposition.)

Un palro ko parhie, (19)
th o se  le tte rs  a c c u s a t i v e  rcad-PO LiTE 

"P le a s e  read  th o se  le t te r s ,’

Ye pair parhie. (20)
th e se  le tte rs  read-PO LiTE 

‘ P le a s e  read  th e se  le t te r s .’

Pair likhie. (21)
le tte rs  w rite-PO LiTK

* Write le tte rs  p le a s e .’

Thus, in order to know whether to assign ko to a P in Hindi, one must 
weigh against one another its position on both animacy and definiteness 
hierarchies, and even then there is room in the middle for subjective judge
ment.
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A somewhat similar situation is observed in Spanish, in connection with 
the use of a to mark certain direct objects. Normally, this preposition is 
only used for human Ps, but such Ps must moreover be high in defi
niteness : in particular, human Ps that are non-specific occur without the 
preposition :

El director busca el carrojal empleadoja un
empUado/un empleado. (22)

* The manager is looking for the car/the 
clerk/a (certain) clerk/a clerk.1

In this example, the difference between a un empleado and un empleado in P 
position is that the former implies that there is some specific individual 
that the manager is seeking; whereas the second implies simply that he 
needs any clerk.

Although we have treated animacy and definiteness as if they were un
problematic categories in the brief preceding discussion, this is in fact far 
from the case. In chapter 9, we return to examining animacy in more 
detail, but to conclude the present chapter we will turn to some problems 
concerning definiteness. One problem when we compare categories across 
languages is that we should have some basis on which to identify the same 
category in different languages. Thus, if we say that definite direct objects 
go into the accusative case in both Turkish and Persian, then we should be 
able to justify using the same term definite in referring to both these 
languages, and also to English, where the category definiteness exists but 
does not condition case marking. Failure to ensure this cross-language 
comparability would mean that we are not doing language universals re
search, but are simply analysing each language as an independent unit -  
and, unlike those linguists who maintain that this is the only way to study 
languages, we would be doing so surreptitiously by pretending, through 
use of the same term, that our results are comparable across languages. We 
will show below that a problem of this kind seems to arise in connection 
with definiteness, but that a solution to this problem is in fact forthcoming, 
a solution which, moreover, actually strengthens the universal base of our 
discussion.

The problem is that certain Ps in Persian and Turkish stand in the 
accusative case even though they are clearly not definite. In Persian, for 
instance, if one wants to say * give one of them to me \ then although the 
noun phrase 4 one of them * is clearly, by definition, indefinite, yet still 
Persian here requires the definite marker -rä :

Yeki az änkä -rä be man bedthid. (23)
one of them a c c u s a t iv e  to me give
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lu sentences (14) and (r6) wc illustrated the absence of the accusative 
murker in Persian and Turkish with the indefinite article yek or bir. How
ever, although the direct object introduced by the indefinite article is 
I k-arly indefinite* both languages allow the accusative suffix here, so that
I he full range of data is actually :

Hasan bir ôküz aldi. (24)

Hasan bir öküz~u aldi, (25)

Hasan yek ketäb did. (26)

Hasan yek ketäb-rä did. (27)

The existence of the second example in each language might seem to quash 
uny possibility of identifying the concept called definite in these languages 
with that called definite in the discussion of English.

An indication of the route out of this dilemma is, however, indicated by 
ivur discussion of animacy. Animacy is clearly not a single dichotomy 
between animate and inanimate, but rather a continuum along which we 
can range entities according to their degree of animacy, so that for instance 
people are more animate than animals, and animals more animate than 
inanimate objects. In describing definiteness cross-linguistically, we can 
make use of a similar notion of continuum, i.e. a continuum of definiteness 
(or specificity). Definiteness in the highest degree means, as in English* 
rhat the speaker presupposes that the hearer can uniquely identify the 
entity being spoken of. In Persian example (23) we are clearly not dealing 
with definiteness in this extreme degree, rather what is at issue is that the 
referent of the noun phrase has been delimited by specifying a certain set3 
which can be identified (namely änhä 4 them ’), and then indicating that the 
entity which is to be given, while not uniquely identifiable, must still be a 
member of this identifiable set. This can be described by the term definite 
superset, meaning that the identity of the entity is not determinable absol
utely, but some headway can be made in identifying it because it must be a 
member of a delimited set.

Turkish example (25) and Persian example (27) represent a different 
realization of the notion degree of definiteness/specificity. Although both 
members of each pair of sentences in (24^(27) are translated the same way 
into English, they are far from equivalent in the original languages. The 
versions with the accusative marking on the P noun phrases suggest that 
the reference of the noun phrase in question is important, relevant for the 
discourse as a whole. In other words, in a discourse that started with (25) 
or (27) we would expect the ox or the book to recur in the discourse. The 
versions without the accusative suffix, however, are quite neutral in this
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respect* and could be used, for instance, in simply relating the various 
events that happened to Hasan, without any particular interest in the ox or 
the book. We can refer to this distinction as relevance of referent identifi
cation. The absence of the accusative suffix advises the hearer not to 
bother about identifying the referent, while presence of this suffix advises 
him that the referent of this noun phrase, though not yet determinable by 
the hearer, will be of relevance to the ensuing discourse. So all uses of the 
accusative case can be linked together in terms of a hierarchy of defi
niteness : at one extreme we have complete identifiability of the referent; 
further down the hierarchy we have partial identifiability (definite super
set); and further down still we have indication that identification of the 
referent is relevant ; at the bottom, identification of the referent is neither 
possible nor relevant. If we then compare accusative case marking in Per
sian and Turkish with definiteness (say, the occurrence of the definite 
article with common nouns) in English, then we see that the same par
ameter is involved throughout, only the cut-off points are different in the 
various languages.

6.3 SU M M A R Y

To conclude this chapter, we may note that case marking, which has so 
often been viewed as an area of language-specific idiosyncrasy, often lack
ing in generalization even internal to a single language, can be the subject 
of fruitful language universals, fruitful not only in the sense that they 
involve cross-language generalizations about case marking, but also be
cause they point the way to more adequate analyses of other areas of 
language structure.

N O TE S A N D  R E FEREN CES

The discussion of the five homogeneous systems for case marking of S, A, 
and P is taken from Comrie (1978b, 330-4). The Wanggumara data are 
discussed by Blake (1977,11; 1986,21-2). The A/P -  S system, considered 
unattested by Comrie (1978b), is documented by Payne (Î979, 443) for 
Roshani. For Mojave case marking, see Munro (1976, 18).

The presentation in section 6.2 stems from some of the ideas contained 
in Comrie (1978b, 384-8), as modified by the similar results obtained 
independently by Silverstein (1976). The explanation has been modified 
slightly in the direction of ideas presented in DeLancey (1981). In particu
lar, as noted by DeLancey, and also by Hopper & Thompson (1980), it is 
misleading to claim that Ps are typically inanimate/indefinite, rather than



I*ASK MARKI NG 137

just less animate/dciinite than As. The structure of the verb in Fox is 
discussed by LeSourd (1976).

Much of the discussion in section 6.2.2 follows Comrie (1977b, 1978c, 
1979b); many of the data are taken from these articles and sources cited 
there. The ergative in Hua is discussed by Haiman (1979, 59-61; 1980, 
360-64). The Australian data are from Silverstein (1976), Heath (1976) (for 
Rithamgu), Blake (1977,13-15), and Dixon (1972, 59-60). For the closing 
remarks on a continuum of definiteness, see further Comrie (1978a).



7
RELATIVE CLAUSES

7 .I  SOME T Y P O L O G I C A L  C H A R A C T E R IS T IC S  OF 

E N G L IS H  R E L A T IV E  CLA U SE S

In this section, the aim is to indicate some of the ways in which the study of 
relative clauses has been biased» until quite recently, by concentration on 
data from English and the construction of abstract analyses to account for 
these characteristics. We shall not be criticizing these analyses qua analyses of 
English, but the discussion of later sections of this chapter, in which we 
examine relative clause equivalents in a wide range of languages, will dem
onstrate some of the limitations of trying to build a universal syntactic theory 
solely on the basis of English data and abstract analyses thereof.

One of the distinctions that has attracted considerable attention is that 
between restrictive and non-restrictive relative clauses in English. An exam
ple of a restrictive relative clause would be the man thaï 1 saw yesterday left 
this mornings more specifically the relative clause that I saw yesterday within 
this sentence. This clause serves to delimit the potential referents of the man : 
the speaker assumes that the sentence the man left this morning does not 
provide the hearer with sufficient information to identify the man in question 
(the hearer would probably have to ask which man?\ so the additional infor
mation that I saw yesterday is added to indicate specifically which man is 
being, talked about. Non-restrictive relative clauses are illustrated by the 
following examples : the man, who had arrived y ester day > left this morning* or 
Fred> who had arrived y es ter day, left this morning. In these sentences, it is 
assumed by the speaker that the hearer can identify which man is being 
talked about, and that it is one particular, identifiable Fred that is being 
talked about, and the relative clause serves merely to give the hearer an 
added piece of information about an already identified entity, but not to 
identify that entity. In English, non-restrictive relatives (also called : apposi- 
tive, descriptive, explanatory) require the relative pronoun who or whichy or
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I heir inflected forms {whom, whose), and are also set off intonationally from 
the main clause, indicated orthographically by commas. Restrictive relatives 
ullow, in addition to who and which, the relative pronoun (or conjunction?) 
that in most instances, or even suppression of the relative pronoun/conjunc
tion, as in the man I  saw yesterday left this morning; moreover, it is not 
necessary, or usual, for the restrictive relative clause to be set off inton- 
ationally from the main clause, indicated orthographically by the absence 
of commas.

Despite the similar syntactic constructions for restrictive and non- 
restrictive relative clauses, they are radically different in semantic or prag
matic terms, in particular in that the restrictive relative clause uses pre
supposed information to identify the referent of a noun phrase, while the 
non-restrictive relative is a way of presenting new information on the basis 
of the assumption that the referent can already be identified. In typological 
terms, however, this distinction seems to be almost completely irrelevant. 
Formal distinction between restrictive and non-restrictive relatives is 
found sporadically across languages, but probably most languages have 
either no formal distinction, or only an intonational distinction where the 
relative clause follows the head noun. T o give just one further example of a 
language with a formal distinction, in Persian the suffix -z is required on 
the head of a restrictive relative, but not on the head of a non-restrictive 
relative ;

Mardha-t [ke ketäbhärä be ânhà dàde budid] raftand. (i) 
men that books to them you-had-given went 
< The men that you had given the books to went/

Mo'allef [ke nevisandeye xubi -sr] in 
author that writer good is this

sabkrä exteyär karde ast. (2)
style has-chosen 

‘ The author, who is a good writer, has chosen this style/

In English, the semantic distinction applies equally to prenominal adjec
tives, as in the industrious Japanese, meaning (a) those Japanese that are 
industrious (but not those that are lazy), or (b) all Japanese, who are 
(incidentally) industrious; here, however, there is no formal distinction 
corresponding to the potential who/that distinction, or different intonation 
patterns, in the fully-fledged relative clause.

The second characteristic of work on relative clauses, especially within 
the generative framework (though also continuing some ideas of traditional 
grammar) can be seen by comparing relative clauses with the closest corres
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ponding independent sentences. For the sake of simplicity, we will for the 
most part give examples with the wh- relative forms. If we compare the 
relative clause whom I saw yesterday of the man whom I  saw yesterday left today 
with the independent sentence I saw the many est er day > then it is clear that 
there is a difference in the order of grammatical relations: in the independent 
sentence, as usuaïiÿ in English, the direct objcct follows the main verb; in the 
relative clause, however, the relative pronoun occurs clause-initially, and 
indeed the general principle of English relative clause formation is that the 
relative pronoun must occur clause-initially, or at least as part of the clause- 
initial noun or prepositional phrase (to allow for relative clauses like with 
whom I hrrivedy the roof of which I repaired). In transformational terms, 
relative dause formation in English involves a movement transformation, 
moving the wh- word from its normal position in the clause to clause-initial 
position. For present purposes, although we shall continue to use the termin
ology of moVemeni, this can be understood more nuctrally as a way of refer
ring to thedifference between the word order of the independent sentence and 
that of the relative clause, without any necessary commitment as to the most 
appropriate formal means of describing this difference.

In fact, we can be even more specific about this property of English 
relative clauses : they involve movement without any overt trace being left 
behind in the position moved out of. In non-standard English* it is some
times possible to move the wh- element while leaving an overt trace, in the 
form of a pronoun, a& in this is the road which I don't know where it leads> 
compared to I don’ t know where the road leads : in the relative clause the wh- 
element which has been moved to clause-initial position, but the pronoun it 
has been left behind- This latter construction can be referred to as a copy
ing transformation (movement with copying), while the kind discussed 
earlier is known technically as a chopping transformation (movement with
out an overt copy).

As described so far, English might seem to permit movement of any 
noun phrase to clause-initial position in the formation of relative clauses. 
In fact, however, there are several restrictions on this process in English. 
One such restriction is that it is impossible to move the subject of an 
embedded clause with an overt conjunction in this way, so that if we start 
from I don't know where the road leads, it is impossible to move the road, as 
subject of the embedded clause where the road leadsy by a chopping trans
formation to give *this is the road which I don't know where leads, At least, 
this is impossible using a chopping transformation. As we saw above, for 
those varieties of English where at least some relative clauses can be 
formed by copying, rather than chopping, relativization of such a noun 
phrase is possible, to give this is the road which 1 don't know where il leads. 
On the basis of the English data, then, one might be led to posit that
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constraints on relative clause formation are constraints on movement 
transformations, more specifically constraints on chopping transform
ations. The fact that some varieties of English allow relativization of cer
tain otherwise inaccessible positions provided a pronoun is retained would 
seem to reinforce this impression: the constraint is on chopping, rather 
than copying* so copying enables one to override the constraint.

Examination of data from a wider range of languages, however, suggests 
that, however adequate this may be as an analysis of relative clause forma
tion in English* it is not adequate as a general syntactic account of relative 
clause formation cross-linguistically, or even of constraints on relative 
clause formation cross-linguistically. First, many languages quite regularly 
use pronoun-retention as a means of forming relative clauses (see further 
section 7.2.3). If constraints were simply constraints on chopping, then 
one would expect such languages to relativi2e freely any noun phrase. 
However, this is not the case. For instance, Zürich German requires 
pronoun-retention for relativization of most noun phrases, but in Zürich 
German it is just as impossible as in English to relativize a noun phrase 
which is itself within a relative clause, i.e. to start from John saw the man 
that gave me the book and relativize the book to give *Pm going to sell the 
book that John saw the man that gave me (it). On the other hand, Persian, 
which also has pronoun-retention, does allow the formation of such rela
tive clauses. So constraints on chopping are not sufficient to characterize 
cross-language accessibility to relative clause formation.

Secondly, therearemany languages in which relative clause formation does 
not seem to involve any syntactic movement at all, but where still there are 
constraints on relativization. Even for English, it is arguable that the relative 
clause introduced by that or zero involves no movement, since that can be 
analyzed as the general subordinating conjunction that rather than as a rela
tive pronoun. Thus the ungrammatical relative clause *this is the road ( that) I 
don't know where leads would involve no movement, but would still violate a 
constraint on relativization. The following Basque examples show that 
Basque has no movement in the formation of relative clauses; in these exam
ples, -k indicates a (transitive) subject (ergative case ) and -rian indirect object 
(direct objects take no suffix), while the suffix -n on the auxiliary verb dio 
indicates that it is in a relative clause :

Gizona-k emakumea-ri liburua eman dio. (3)
man woman book has-given 
c The man has given the book to the woman.’

[emakumea-ri liburua eman dio-n] gizona 
£ the man who has given the book to the woman ’

(4)
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[gizona-k emakumea-ri eman dio-ri\ liburua (5)
‘ the book which the man has given to the woman ’

[gizona-k liburua eman dio-ri\ emakumea (6)
1 the woman to whom the man has given the book *

Nonetheless, the range of noun phrases that can be relativized in Basque is 
highly restricted; in particular it is not possible to relativize on possessives, 
to give a literal translation of the boy whose book the man has given to the 
woman.

AH of this material goes to show that, before having a reasonable chance 
of coming up with cross-linguistically valid generalizations about relative 
clause formation, it is necessary to investigate some of the different types 
of relative clause constructions that are found across the languages of the 
world. This problem is addressed in the remainder of this chapter.

7.2 T Y P E S  OF R E L A T IV E  C L A U SE

7 .2 .I  DEFINING THE NO TIO N  RELATIVE CLAUSE

Given that the constructions which we have, so far informally, been calling 
relative clauses differ quite considerably in their syntactic structures across 
languages, it is essential that we should have some reliable way, indepen
dent of language-specific syntax, of identifying relative clauses (or at least, 
prototypical relative clauses) cross-linguisticalty. We can illustrate this by 
contrasting the English relative clause, discussed in section 7.1, with one 
type of Turkish relative clause :

[Hasan-m Sinan-a ver -dig-f\
Hasan of Sinan to give his 

patates-i yedim. (7)
potato a c c u s a t iv e  I-ate

* I ate the potato that Hasan gave to Sinan/

In terms of its syntactic structure, (7) differs considerably from its English 
translation. The verb form ver-dig- is a non-finite form of the verb ver 
‘ g ive’, with the nominalizing suffix -dig; like other nominalized verb 
forms in Turkish, it requires its subject (Hasan) in the genitive and the 
appropriate possessive suffix (here -i lhis’) on the verb noun. Thus a 
literal translation of the head noun and relative clause Hasamn Sinana 
verdigi patates would be ‘ the potato of Hasan’s giving to Sinan\ In
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Ilnglish traditional grammar, the term clause is often restricted to con
structions with a finite verb» so in terms of this definition the Turkish 
construction is not a clause, therefore not a relative clause. However, this 
terminology simply reflects a general property of English symax: subord
ination is carried out primarily by means of finite clauses; whereas in 
Turkish subordination is in general by means of non-finite constructions. 
The claim found in some discussions of Turkish that Turkish does not 
have relative clauses is thus in one sense correct, but from a wider per
spective, it is clear that the Turkish construction illustrated in (7) fulfils 
precisely the same function as the English relative clause: thus, in its 
restrictive interpretation, there is a head noun patates, ‘ potato’, and the 
relative clause restricts the potential reference of that head noun by telling 
us which particular potato (the one that Hasan gave to Sinan) is at issue. 
The lesson of this comparison is thus that we need a functional (semantic, 
cognitive) definition of relative clause, on the basis of which we can then 
proceed to compare relative clauses across languages, neglecting language- 
specific syntactic differences in our over-all definition of relative clause, 
but using them as the basis of our typology -  for instance* the distinction 
between finite and non-finite relative clauses is one typological parameter.

We can now be somewhat more specific about the definition of relative 
clause, bearing in mind that, as so often, what we are giving is a characteri
zation of the prototypical relative clause* rather than a set of necessary and 
sufficient conditions for the identification of relative clauses. We will 
assume that restrictive relative clauses are more central to the notion of 
relative clause than are non-restrictives, and construct the definition ac
cordingly. A  relative clause then consists necessarily of a head and a re
stricting clause. The head in itself has a certain potential range of referents* 
but the restricting clause restricts this set by giving a proposition that must 
be true of the actual referents of the over-all construction. Taking (7) as an 
example, whether in its English or Turkish form, this is a relative clause 
because it has a head with a range of potential referents* namely "potato*, 
but the actual set of referents is limited to the potatoes (in this ease, to the 
one potato) of which the proposition ‘Hasan gave the potato to Sinan’ is 
true.

In one sense* this definition is somewhat narrower than the traditional 
concept of relative clause* for instance by excluding non-restrictive rela
tives, and also certain, arguably marginal* constructions of the type John is 
no longer the man that he used to be> where the function of the relative clause 
(if such it is) is hardly to restrict the range of reference of the man. In 
another sense, however, it is much broader. In English* for instance, it will 
include not only finite relative clauses of the kind already discussed, but 
also non-finite (participial) constructions like passengers having on flight
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738 should proceed to the departure lounge, and even restrictive attributive 
adjectives* like good in the good students all passed the examination, We 
would argue that this is not a disadvantage : note that these latter construc
tions have straightforward paraphrases as relative clauses in the traditional 
sense (passengers who are leaving, the students who are good); moreover, 
none of the generalizations made in the discussion to follow on universals 
of relative clause formation is affected by either including or excluding 
such constructions.

One requirement on the definition of relative clause is that* in order to 
say that a language has relative clauses, it should be the case that there is 
some construction or constructions correlating highly with the definition 
given above. In this sense* it may well be that some languages do not have 
relative clauses. In Walbiri, for instance* the usual translation of ‘ I speared 
the emu that was drinking water ’ would be :

IJafulu-lu -na yankiri pantunu kutya
I e r g a t iv e  a u x i l i a r y  emu speared CONJUNCTION

-Ipa yapa yanu. (8)
a u x i l i a r y  water drank

However, this Walbiri sentence is equally the most natural translation of * I 
speared the emu while it was drinking water’, i.e. the Walbiri could be 
used in answer to either ‘ which emu did you spear?’ or ‘ when did you 
spear the emu?’ In Walbiri, then* this is a fairly general subordination 
construction, and not a construction whose sole, or even prototypical* 
function is to encode meanings in accordance with our definition of re
lative clause. We therefore leave open the possibility that some languages 
do not have relative clauses, and if this possibility does have to be accepted, 
then such languages are irrelevant to (though not counterexamples to) 
generalizations made with regard to languages that do have relative 
clauses.

If the Walbiri construction is considered a relative clause, then it differs 
in one important respect from more familiar types of relative clauses: the 
relative clause is not a constituent of the main clause, rather it is simply 
attached, ‘adjoined’ to the mam clause, whence the term adjoined relative 
clause; relative clauses which are constituents of the main clause are 
sometimes referred to as embedded relative clauses. A major typological 
division would thus be between embedded and adjoined relative clauses. In 
the typology that follows, embedded relative clauses will be the main 
subject of discussion* i.e. there is a primary division into embedded and 
adjoined relative clauses, with further subdivisions that are of relevance to 
the present discussion within the set of embedded relative clauses*
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7 .2.2 W ORD ORDER AND R E L A T IV E  C L A U SE  T Y P E S

In chapter 4, in discussing word order typology in general, we noted the 
two most widespread types of relative clause with respect to word order, 
namely the postnominal type where the relative clause follows its head (as 
in English), and the prénommai type where the relative clause precedes its 
head (as in Turkish example (7) above). In addition to these3 however* 
there is a third type, in which the head actually occurs inside the relative 
clause, and it is this type that we will illustrate in this section.

In the clearest examples of the internal-head type of relative clause, the 
head noun remains expressed within the relative clause, in the usual form 
for a noun of that grammatical relation within a clause, and there is no 
overt expression of the head in the main clause. The following example is 
from Bambara :

N  ye so ye. (9)
I p a s t  house the see.
II saw the house.’

Tyè be [n ye so min ye] dyo. (10)
man the p r e s e n t  I p a s t  house see build 
‘ The man is building the house that I saw.’

In this construction, the whole clause n ye so min ye functions as direct 
object of the main clause, but the sense is clearly that of a relative clause. 
Bambara has SOV basic word order, therefore the main clause of (10) has 
the order subject -  auxiliary -  direct object -  verb. The fact that a clause 
is functioning as a noun phrase referring to the head is even clcarcr in 
Diegueno, where the clause in question can take the appropriate suffix to 
indicate its syntactic role in the main clause, in example (13) being in the 
locative :

Tanay 2wa :lwu :w. (11)
yesterday house I-saw
11 saw the house yesterday. ’

Ptva :-pu -Ly Pciyawx. (12)
house d e f in it e  l o c a t iv e  I-will-sing
l I will sing in the house.’

[ Tanay Ptva :?wu :w]-pu -U
yesterday house I-saw d e f in it e  l o c a t iv e  

Pciyawx. (13)
I-will-sing

41 will sing in the house that I saw yesterday.’
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Here, the suffixes -pu-L? are attached to the end of the embedded clause. 
This type of relative clause construction might be referred to as circum- 
nominal, parallel to the terms prenominal and postnominal.

In this construction, unlike most kinds of relative clause, there is no 
problem in processing the relative clause syntactically -  it has basically the 
structure of a simplex sentence -  but there are potential problems in work
ing out which of the noun phrases within the relative clause is to be 
interpreted as its head, and therefore also its function within the main 
clause. In Bambara, this problem is solved by placing the relative marker 
min after the noun phrase within the relative clause that is head of that 
construction, as in (ç>-(io). In some languages, however, there is no such 
marker, and relative clauses can therefore be ambiguous as to which noun 
phrase within them is to be interpreted as head, as in this example from 
Imbabura Quechua :

[Kan kwitsa-man kwintu-ta villa-skka']
you girl to Story ACCUSATIVE tell NOMINALIZBR 

-ka sumaj -mi» (74)
t o p i c  pretty v a l i d a t o r  

, (The girl to whom you told the story 

\ The story that you told to the girl

A second kind of relative clause construction that is sometimes referred 
to as having an internal head is the following correlative construction from 
Hindi :

Admi ne jis câkü se murgî ko
man e r g a t iv e  which knife with chicken a c c u s a t iv e

marä thä> us câkü ko Rám ne dekhâ. (15}
killed that knife a c c u s a t iv e  Ram e r g a t iv e  saw 

‘ Ram saw the knife with which the man killed the chicken/

The literal translation of (15) would be: ‘ with which knife the man killed 
the chicken, Ram saw that knife.’ Although, in (15), the noun phrase of the 
first clause is repeated in the second clause, it would be possible to have a 
coreferential pronoun in the second clause instead of the repeated noun 
phrase. Clearly, this construction does have an internal head, since the 
relative clause ädmt.. .thä contains a full noun phrase jis cäkü referring to 
the head. However, since the relative clause in such instances is not a 
syntactic constituent of the main clause, it is preferable to treat them, like 
the Walbiri type illustrated in (8) (if this is indeed a relative clause), as 
instances of adjoined relative clauses.

I  is pretty.5
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t >2 .3 THE ROLE OF THE HEAD IN THE RELATIVE CLAUSE

It is clear from the definition given of relative clause in section 7.2.1 that 
the head of a relative clause actually plays a role in two different clauses in 
the over-all relative clause construction: on the one hand, it plays a role in 
the main clause (traditionally> the term head is often restricted to the noun 
phrase in question as it occurs in the main clause), but equally it plays a 
role in the restricting clause> i.e. the relative clause in the sense of the 
embedded (subordinate) clause. This is particularly clear in the correlative 
construction, as in (15), where an overt noun phrase appears in both 
clauses. More commonly, however, cross-linguistically, the head noun ap
pears in a modified or reduced form, or is completely omitted, in one of the 
two clauses. The circuinnomina relative clause discussed in section 7.2.2. 
illustrates omission of the head noun from the main clause. In this section, 
we shall be concerned with the expression of the role of the head noun 
within the embedded clause, Although, a priori, this might seem no more 
important than the role of the head in the main clause, it turns out that, 
from the viewpoint of typological variation, the encoding of the role in the 
embedded sentence is, cross-linguistically, one of the most significant 
parameters. Below, we distinguish four major types along this parameter: 
non-reduction, pronoun-reiention, relative-pronoun, and gap.

The non-reduction type simply means that the head noun appears in 
full, unreduced form, in the embedded sentence, in the normal position 
and/or with the normal case marking for a noun phrase expressing that 
particular function in the clause. This type is illustrated by the Bambara
(10) and Diegueno (13) examples above> i.e. by the circumnominal type.

In the pronoun-retention type, the head noun remains in the embedded 
sentence in pronominal form. We have already noted, in passing, that this 
type is found in non-standard English, as when from the sentence / know 
where the road leads one forms the relative clause this is the road that I know 
where it leads. In this construction, the pronoun it indicates the position 
relativized, i.e. enables retrieval of the information that relativization is of 
the subject of the indirect question clause. In English, this type has a 
rather marginal existence, but in many languages it is a major, in many 
circumstances obligatory, means of forming relative clauses, without any 
stylistically pejorative overtones. In Persian, for instance, pronoun- 
retention must be used for relativization of all grammatical relations Other 
than subject and direct object; with direct objects, pronoun-retention is 
optional; with subjects, it is unusual, though examples are attested. The 
following examples illustrate relativization on subject, direct object, and 
indirect object, respectively :

Mard-i[ke (*u) bolandqadd bud] juje
man that he tall was chicken
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-rä kőit. (16)
a c c u s a t iv e  killed 

4 The man that was tall killed the chicken/

Hasan mard-i-rä [ke zan (u -rä)
Hasan man a c c u s a t iv e  that woman h e  a c c u s a t iv e

zad] tnisenäsad. ( 17)
hit knows 

‘ Hasan knows the man that the woman hit.’

Man zan -i-rä [ke Hasan be u
I woman a c c u s a t iv e  that Hasan to her 

sibe zamini dâd] mïîenâsam. (18)
potato gave I-know

* I know the woman to whom Hasan gave the potato/

In (18), it would be impossible to omit be u 4 to her ’* or u * her * on its own.
Before going on to the next type, we should note two points that emerge 

from the presentation so far. The first is that a given language may have 
more than one type of relative clause construction in its over-all battery of 
relative clause formation possibilities. Thus (i6)-(i8) illustrate both gap 
(see below) and pronoun-retention types within Persian, to some extent in 
complementary distribution (only the gap type with subjects, only 
pronoun-retention with non-direct objects), but also sometimes overlap
ping (as with direct objects). The same can, of course, apply also to other 
typological parameters, so that languages may have both finite and non- 
finite types (as does English* cf. the non-finite participial construction 
mentioned above)* or both prenominal and postnominal types, as in Taga
log:

babae -ng [nagbabasa ng diyaryo] (19)
woman that reads P newspaper

[nagbabasa ng diyaryo-ng\ babae (20)
‘ the woman that reads the newspaper ’

The distribution of types within a language* however, is not completely 
arbitrary, as we shall see in section 7.3.3. The second general point to note 
is that the order of types being presented here proceeds from most explicit 
to least explicit, with regard to encoding of the role of the head noun 
within the relative clause. The non-reduction type is as explicit as it is 
possible to be; the pronoun-retention type is les9 explicit, since it is
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necessary to establish the appropriate anaphoric relation for the pronoun 
before the relative clause construction as a whole can be interpreted.

The next type is the relative-pronoun type, and is that found most 
frequently in European languages, although it is not particularly frequent 
îts a type across the world’s languages as a whole. As with the pronoun- 
retention type, there is a pronoun in the relative clause indicating the head, 
hut insread of being in the usual position in terms of linear word order, for 
a pronoun expressing that grammatical relation, it is moved to clause- 
initial position (occasionally preceded by, for instance, prepositions). For 
the pronoun in question to encode the role of the head noun within the 
relative clause, given that this cannot be done by order (the pronoun must 
be clause-initial), it is essential that the pronoun be case marked, at least to 
the same extent that noun phrases in main clauses are, to indicate its role. 
In English, those varieties of the language that distinguish nominative who 
from accusative whom thus count as having a relative-pronoun type of 
relative clause, but clearer examples can be found from languages with a 
richer case system, for instance Russian :

Devuska pris la.
girl-N OM iN ATiVE a rr iv e d  

'T h e  g ir l  a r r iv e d .’

devuska, [koioraja prisla]
g ir l w ho-N O M iN A T ivii a rriv e d

‘ th e  g ir l  w h o  a r r iv e d '

Ja videl devusku.
I sa w  g ir l- a c c u s a t iv e

devuska, [kotoruju ja videl]
g ir l who-ACCUSATiVE I sa w

‘ th e  g ir l  w h o m  I s a w ,

Ja dal knigu devulke.
T g a v e  b o o k  girl-DATiVE 

41 g a v e  th e  b o o k  to  th e  g ir t , ’

devuíka, [kotoroj ja dal knigu] 
g ir l  w ho-D ATlVE I g a v e  b o o k

1 th e  g ir l  to  w h o m  I g a v e  th e  b o o k  *

In each of the relative clause examples for Russian, the relative pronoun 
kotor-, though invariably in clause-initial position, unequivocally encodes 
the role of the head noun in the relative clause. In comparison with the

(2D

(22)

(23)

(24)

(25)

(26)
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pronoun-retention type, however, this relative-pronoun type involves 
greater deformation of the structure of the embedded sentence : instead of 
appearing in the basic word order position for a subject, direct object* or 
non-direct object, the relative pronoun must appear clause-initially. It is 
for this reason that we describe this type as somewhat less explicit than the 
pronoun-retention type.

In some languages, unstressed pronouns, as clitic pronouns, gravitate 
towards sentence-second position, irrespective of their grammatical rela
tion. This can give rise to a type of relative clause that can be classified as 
representing simultaneously both the pronoun-retention and the relative- 
pronoun types, as for instance in colloquial Czech. The normal word order 
is subject -  verb -  object:

To devce uhodilo toho muze. (27)
that girl hit that man 
'That girl hit that man.*

If the object is a pronoun, it appears as a clitic immediately following the 
first major constituent, so that pronominalizing toho muze ‘ that man1 to ho
* him ’ necessarily involves a change of word order :

To dévie ho uhodilo. (28)
that girl him hit 
‘ That girl hit him.’

One way of forming relative clauses in Czech uses the invariable conjunc
tion coy with a clitic pronoun referring back when relativization is of the 
direct or indirect object :

muz, [<co ho to devce uhodilo] (29)
man that him that girl hit 
‘ the man that that girl hit ’

In principle, this could be regarded as pronoun-retention (the pronoun 
occupies the position normal for a clitic pronoun), or as relative-pronoun 
(the pronoun gravitates towards sentence-initial position, giving rise to a 
single phonological word co-hoy marked as accusative case), While we are 
not aware of any crucial typological generalizations that depend on the 
assignment in this particular instance, it seems reasonable to restrict the 
term relative-pronoun type to examples where the movement is specific to 
relative clauses, thus excluding examples such as the Czech example where 
the movement is determined by other principles.
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A similar problem, which does have implications for universal* of rela
tive clause formation (see section 7.3), occurs where a language requires or 
hIIows pronouns to be present in a simplex sentence coreferential with full 
noun phrases* and also allows or requires the same in relative clauses. In 
Hausa, for instance, in simplex sentences the subject must be taken up by a 
coreferential pronoun :

Yïeufù yà zö. (30)
Joseph he came 
‘ Joseph came. ’

* Yüsufù zô is ungrammatical. It is therefore no surprise that, when rela- 
tivizing a subject, a pronoun must be retained in the relative clause :

dokin [dà ya tnutu] (31)
horse that it died 
‘ the horse that died'

Since the pronoun is required independently of relative clause formation, 
we would not classify this as an example of pronoun-retention, thereby 
restricting this term to examples where there is a pronoun in the relative 
clause in addition to possibilities of pronoun occurrence in main clauses.

Common to all of the types discussed so far has been overt indication -  
by a full noun phrase, pronoun, or moved relative pronoun -  of the role of 
the head noun within the relative clause. The next major type, the gap 
type, simply does not provide any overt indication of the role of the head 
within the relative clause. In English, at least in those varieties that do not 
have a who/whom distinction, thi9 type is used to relativize subjects and 
direct objects :

the man who/that gave the book to the girl (32)

the book which/that the man gave to the girl (33)

In some other languages, this type is much more widespread, and can be 
used to relativize a variety of even non-direct objects, as in the Korean 
prenominal example below :

[Hyansik-t ki kà -Ul
Hyensik n o m i n a t i v e  the dog a c c u s a t iv e  

ttali-n] maktaki (34)
beat r e l a t iv e  stick 

‘ the stick with which Hyensik beat the dog1
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Given that this type lacks any explicit means of encoding the role of the 
head noun within the relative clause., the question naturally arises of how it 
is possible for such constructions to be interpreted reliably. In practice, a 
number of strategies can be invoked, ranging from strategies based on 
syntactic properties of the language in question to knowledge of real-world 
properties. In English, for instance, given that the basic* and for most 
purposes only, word order is subject -  verb -  object, a relative clause 
construction like the man thai satu the girl can only be interpreted as rela- 
tivizing the subject: the direct object position is already filled by the girl> 
while the subject position preceding saw is empty. Indeed, given the rigid 
word order of English, it is difficult to construct examples that are ambigu
ous, though it is possible to find examples such as the model that the artist 
helped to paint (cf. either (a) the artist helped the model to painty or (b) the 
artist helped to paint the model). In languages with freer word order, this 
strategy is not available, although unequivocal interpretation will often be 
possible where an obligatory argument of a verb is missing. Thus in Tur
kish example (7), the verb of the relative clause, 1 give would normally 
take three arguments (subject, direct object, and indirect object); its sub
ject and indirect object are expressed in the relative clause, so by elimin
ation the position relativized must be the direct object. The interpretation 
of each of the Basque relative clauses (4H6) is determined likewise : this is 
particularly clear in differentiating between 4 the man who gave the book to 
the woman5 and 4 the v/oman to whom the man gave the book where the 
alternative interpretations ‘ the man to whom the woman gave the book ’ 
and ‘ the woman who gave the book to the man ’ would still make sense.

In some instances* however, neither of these structurally based stra
tegies will work, and recourse must be had to common sense: thus in 
Korean example (34), the most likely relation, in the real world, between 
the act of someone’s hitting a dog and a stick is that of instrument, so that 
the only natural interpretation is * the stick with which Hyensik beat the 
d o g ra th e r  than ‘ the stick for which Hyensik beat the dog * or * the stick 
behind which Hyensik beat the dog’ . In yet further instances* even this 
strategy will fail, and the resulting relative clause will simply be ambigu
ous* as in the following example from Imbabura Quechua :

[.Kan shamu-shka Ilajta-ka} uchilla-mi. (35)
you come n o m in a l i z e r  town t o p i c  small v a l i d a t o r

‘ The town you are coming to/from is small.’

Since one can come either to or from a place, either interpretation is 
permissible. In some languages, restrictions are sometimes placed on the 
range of interpretations of such potentially ambiguous constructions* so
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that in Korean, unlike Imbabura Quechua, example (36) can refer to the 
placc Hyensik came to, but not the place he came from :

[Hyamik -i o -w] mikwuk (36)
Hyensik n o m in a t i v e  come r e l a t iv e  United-States 

‘ the United States, to which Hyensik came*

Such restrictions apparently have to do with less versus more marked 
interpretations, but we are not aware of any detailed wide-ranging cross
language study of such instances.

Some further ways in which the range of interpretations can be re
stricted within the gap type of relative clause arc discussed below> with 
respect to the equi type (section 7.2.4) and constraints on accessibility to 
relativization (section 7.3).

7 . 2 4  THE ROLE OF THE HEAD IN THE M AIN CLAUSE

In most of the world’s languages* it seems that the role of the head noun in 
the main clause makes little or no difference to the possibility of forming 
relative clauses or to the particular relative clause construction that is used, 
However, there are some exceptions, which we will discus« in this section.

One phenomenon that is found sporadically is that known to traditional 
grammarians of Latin and Greek as attraction, whereby the case marking 
of the head noun in one clause is attracted into that of the other clause. 
Persian provides particularly clear exemplification of attraction from the 
relative clause. Without attraction, we would have (37) and (38) for rela
tivization of subject and direct object respectively :

An zan -i-rä [ke diruz amad] didam. (37)
that woman a c c u s a t iv e  that yesterday came I-saw 
‘ I saw that woman who came yesterday/

Zan -i [ke didid] injâ -st. (38)
woman that you-saw here is 
‘ The woman that you saw is here.’

As an alternative to (37), however* one can have (39), where -rá is omitted 
from the direct object (though definite) of the main clause because the 
head also functions as subject of the relative clause :

An zan-i [ke diruz ämad] didam. (39)
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Likewise, since the head is not only subject of the main clause in (38) but 
also direct object of the relative clause, it can be marked with the direct 
object marker -rä in subject position too :

Zan-i-ra[ke didid] injä-st. (40)

In Ancient Greek, attraction usually works the other way round, an ex
pected accusative relative pronoun in the relative clause being attracted 
into th - case of its antecedent:

ek ton póleön [hon éxet] (4 1 )

from th e  cities-G EN iTiVE which-g e n i t i v e  h e -h a s  

‘ from th e  c it ie s  w h ic h  h e  h a s  ’

TTie preposition ek requires the genitive case, so the genitive case of ton 
póleön is as expected in the main clause; the verbexei ‘ he has*, however, 
would be expected to have an accusative object, but instead the relative 
pronoun has been attracted into the case of the noun phrase within the 
main clause.

A more deep-rooted interaction between main clause and embedded 
clause roles is found in languages that have the equi type of relative clause, 
whereby the head noun must fulfil the same role in both clauses in order 
for a relative clause, or at least a relative clause within a certain range, to be 
grammatical. In some Australian languages, the general requirement that 
noun phrases can only be omitted if both clauses have the same subject 
(defined, as will be recalled from section 5.3, as P of a transitive construc
tion or S of an intransitive construction) leads more particularly in the case 
of relative clause constructions with omission of the head noun in one 
clause to the requirement that the head be subject of both clauses. Note 
that since omission of the noun phrase destroys encoding of its role within 
that clause, the equi type is actually a subtype of the gap type of relative 
clause. A somewhat more widespread use of the equi type is found in 
Modern Hebrew : if a position that would normally require a preposition is 
relativized, and if moreover the same preposition also occurs on the head 
noun in the main clause, then the preposition (and accompanying pron
oun) may be omitted, at least for many speakers, as in :

Natati sefer le oto y eled [fc Miriam natna (lo) sefer]. (42) 
I-gave book to same boy that Mary gave to-him book 
41 gave a book to the same boy that Mary gave a book to/
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Although the equi type of relative clause does occur in languages that are 
otherwise very different genetically, areally, and typologically, it is always 
a very restricted type. No language seems to have only the equi type of 
relative clause and also the possibility of relativizing on a wide range of 
syntactic positions, and it is easy to see why this should be so, from a 
functional point of view: in such a language it would be very easy to 
express such unlikely pieces of information as 4 the crops prospered not
withstanding the rain notwithstanding which the excursion still went 
ahead \ but impossible or difficult to say 4 the man that you saw has already 
sold his house’ . The equi type seems only to exist as a marginal means of 
shortening expressions in languages where some other type(s) is the basic 
relative clause type, or in languages where there are also severe restrictions 
on the positions that can be relativized in the relative clause. Moreover, 
although examples such as those of the present section do occur where the 
role of the head in the main clause is relevant to relative clause formation, 
this is always in conjunction with its role within the relative clause, i.e. the 
actual constraint is on the relation between main clause and embedded 
clause roles. Since there are many instances, discussed in sections 7.2 and 
7.3, where the role of the head in the relative clause is important, this 
justifies the observation made at the beginning that the role of the head 
noun in the subordinate clause is a major typological parameter for cross
language comparison.

7.3  A CCE SSIB ILITY TO RELATIVE CLAUSE FORM ATION

7 .3 .I  S IM P L E X  SE N T E N C E S

In section 7.3, we shall return to one of the problems discussed in our brief 
treatment of English in section 7.1, namely constraints on accessibility of 
noun phrase positions to relative clause formation. In the light of the 
discussion of section 7.2.3~4, it is clear that we will be concerned pri
marily, indeed exclusively, with the role of the head noun within the 
embedded clause. In the present section, we will restrict ourselves to rela
tivizing constituents of simplex sentences. Here, English presents essen
tially no evidence of any kind of restriction, since it is possible to relativize 
on, for instance, subject, direct object, non-direct object, and possessor in 
the possessive construction as in :

the man [who bought the book for the girt] (43)

the book [which the man bought for the girl] (44)

the girl [for whom the man bought the book] 

the boy [whose book the man bought for the girl]

(45)

(46)
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In many languages, however, there are heavy restrictions on relativization 
on these positions. For the purposes of the present section* we will limit 
the discussion to precisely the four positions just mentioned, since these 
positions seem to form a cross-linguistically valid hierarchy with respect to 
relativization. Certain other positions, such as locatives and temporals, do 
not seem to fit into this hierarchy: in some languages they are very easy to 
relativize, in other languages very difficult to relativize.

The intuition that underlies the discussion of the present section is a 
very simple one: the hierarchy subject > direct object > non-direct ob
ject > possessor defines ease of accessibility to relative clause formation, 
i,e. it is, in some intuitive sense* easier to relativize subjects than it is to 
relativize any of the other positions, easier to relativize direct objects than 
possessors, etc. Clearly* however, this intuition requires much more sub
stantiation before it can be tested out rigorously. And the particular instan
tiation of the intuition that seems to be borne out as a language universal is 
the following : if a language can form relative clauses on a given position on 
the hierarchy, then it can also form relative clauses on all positions higher 
(to the left) on the hierarchy ; moreover, for each position on the hierarchy, 
there is some possible language that can relativize on that position and all 
positions to the left, but on no position to the right. In fact, in order to 
provide evidence for the second of these two points* we need at least one 
actual language to illustrate each cut-off point on the hierarchy* fortu
nately, however skewed the set of actual languages may be in other re
spects, it does provide us with the actual examples that we need.

Thus there are languages that can only relativize subjects* such as Mal
agasy. Starting from a simplex sentence like (47)* the only possible relative 
clause is (48) :

Nahita ny vehivavy ny mpianatra. (47)
saw the woman the student 
‘ The student saw the woman.’

(It will be recalled that Malagasy has verb -  object -  subject basic word 
order.)

ny mpianatra [iz ay nahita ny vehivavy] (48)
the student that saw the woman 
‘ the student who saw the woman ’

Sentence (48) cannot mean ‘ the student whom the woman saw ’* nor is 
there any way of translating this English relative clause literally into Mal
agasy (we shall see below how this information can be encoded in Mal
agasy).



RELATI VE CLAUSES *57

Likewise, there are languages where relativization is possible only of 
subjects and direct objccts, such as Kinyarwanda :

N-a -bonye umugabo [w -a -kubise abagore], (49)
I p a s t  see man RELATIVE p a s t  strike women
* I saw the man who struck the women.’

Nabonye abagore [Yohani yakubise]. (50)
I-saw women John he-struck 
41 saw the women that John struck.1

It is not, however, possible to take an instrument like n-ikaramu 4 with the 
pen ’ in (51) and form a relative clause directly corresponding to ‘ the pen 
with which John wrote the letter * :

Yoham yanditse ibaruwa n -ikaramu. (51)
John wrote letter with pen 
‘ John wrote the letter with the pen/

Continuing down the hierarchy, we find languages that allow relativization 
on the first three positions of the hierarchy, but not on possessors, such as the 
Fering dialect of North Frisian. Finally, there arc languages like English 
which can relativize on all four positions.

In the sample of some fifty languages investigated by Keenan and 
Comrie in the article referenced at the end of this chapter, nearly all were 
in accordance with this generalization. However, there were a small 
number of counter-examples, in particular a number of Austronesian 
languages (and, even more specifically, West Indonesian languages) 
which, typically, allow relativization of subjects, do not allow relativization 
of direct objects, but then do allow relativization of non-direct objects 
and/or genitives, thus clearly violating the generalization given above as an 
absolute universal. In Malay, for instance, (52) illustrates relativization of 
a subject, and (53) relativization of a possessor; it is not possible to re
lativise on direct objects, or on (most) non-direct objects :

Gadis [yang duduk di alas bangku] itu kákák AU. (52)
lady that sit on top bench the elder-sister Ali 
‘ The lady who sat on the bench is Ali’s elder sister/

Or ang [yang abang -nya memukul say o'] itu (53)
person that elder-brother his hit me the
* the person whose elder brother hit m e’
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Faced with a small number of counterexamples to an otherwise valid 
universal* there are, as always, two ways of proceeding. On the one hand» 
one could simply say that the universal is. a tendency, rather than an 
absolute : the number of exceptions is small relative to the over-all sample, 
moreover the fact that most of the exceptions belong to a single genetic and 
areal grouping serves only to accentuate their exceptional nature. The 
alternative would be to try and reformulate the universal, effectively weak
ening it, so that the counterexamples are no longer counterexamples; this 
is the strategy adopted by Keenan and Comrie in the work cited. They argue 
that, if one distinguishes different strategies of forming relative clauses, in 
particular if one distinguishes between (a) prenominal, poscnominal, and 
internal-headed relative clauses, and (b) between relative clauses where the 
role of the head noun in the relative clause is encoded ([ + case]) versus 
those where it is not ([ — case]), then the more general universal can be 
replaced by two more specific universals : (a) every language can relativize 
on subjects; (b) any relative clause strategy must cover a continuous seg
ment of the accessibility hierarchy.

Given this reformulation, nearly all of the counterexamples disappear, 
in particular those from West Indonesian languages. One counterexample 
does still remain, namely Tongan, where a [ + case] strategy is used for 
(some) subjects and all non-direct objects and genitives, but not for direct 
object^ which use a [ — case] strategy ; however, it is possible, perhaps, to 
circumvent this counterexample by taking note of the relatively high 
degree of ergativity in Tongan, with consequent split of subject properties 
between A and P of the transitive construction. Let us, for the sake of 
argument, assume that under the reformulation there are no counterexam
ples. Then we have clearly succeeded in replacing a universal tendency by 
an absolute universal, which, other things being equal, is clearly meritori
ous. In the process., however, an essential part of the original intuition has 
been lost. The reformulation no longer corresponds to the original in
tuition that positions higher on the hierarchy are easier to relativize than 
positions lower down, since in Malay, for instance, it is clearly easier to 
relativize genitives than direct objects (it is in fact impossible to relativize 
the latter). Here we shall simply point out the advantages and disadvan
tages of both ways of treating counterexamples to the original gener
alization: there is no obvious solution to selecting which is the better, but 
for present purposes it is essential that the issue involved should be under
stood, even if its resolution is not to hand.

Given that we are using grammatical relations such as subject in stating 
the universal restrictions on accessibility to relative clause formation, one 
question that might naturally arise is whether the relevant grammatical 
relations are those of surface structure, or whether more abstract syntactic
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analysis is required. In fact) it turns out that the relevant grammatical 
relations are those of surface structure: this particular piece of work thus 
provides evidence in favour of stating at least some universels in terms of 
more concrete levels of analysis. The evidence here is most easily seen in 
languages that have heavy constraints on relativization* such as Malagasy 
(only on subjects) or Kinyarwanda (only on subjects and direct ohjccts),

In Malagasy* in addition to the active voice illustrated in (47), there are 
also other voices which enable other arguments of the verb to appear as 
surface structure subject. For instance, in the examples below, (54) is in 
the active; (55) is in the so-called passive, with the direct object of the 
active as surface subject; (56) is in the so-called circumstantial voice, with 
a non-direct object (here, benefactive) as surface subject :

Nividy ny vary ho an'ny ankizy ny vehivavy. 
bought the rice for the children the woman 
l The woman bought the rice for the children/

Novidin* ny vehivavy ho an* ny ankizy ny vary. 
was-boughtthc woman for the children the rice 
‘ The ricc was bought for the children by the woman.*

Nividianan* ny vehivavy ny vary ny ankizy. 
was-bought-for the woman the rice the children 
‘ The children were bought rice by the woman/

ïn (54), only the subject, ny vehivavy * the woman * can be relativized. How
ever, if one wants to convey the information of English relative clauses like 
‘ the rice that the woman bought for the children ’ or * the children for whom 
the woman bought the rice \ then it is possible to do so provided one uses the 
appropriate non-active voice, with the relativized noun phrase in subject 
position. From (5$) we can thus form (57), and from (56) we can form (58):

ny vary [\izay novidin'ny vehivavy ho an'ny ankizy] (57)
‘ the rice that was bought for the children by the woman *

ny ankizy [izay nividianan'ny vehivavy ny vary] (58)
‘ the children who were bought rice by the woman5

Likewise in Kinyarwanda, in addition to sentence (51), there is an alter
native construction where the semantic instrument appears as a direct 
object:

(54 )

(55)

(56)

Yohani yandikishije ikaramu ibaruwa. 
‘ John wrote the letter with the pen,’

(59)
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In this instance, a literal translation into English is not possible ; note that the 
change in voice is indicated by the suffix -ish on the verb. In this version, 
c pen ’ can be relativized, just like any other direct object, to give a sentence 
with the same information content as * I saw the pen with which John wrote 
the letter * :

Nabonye ikaramu [Yohani y andikishije ibaruwa]. (60)

Note that nothing in the discussion of these Malagasy and Kinyarwanda 
derived sentences has required any additional principles: the behaviour of 
these sentences follows perfectly straightforwardly from the generalization 
that relativization in these languages is constrained in the way it is by 
surface structure grammatical relations, plus the knowledge that these 
languages have these voices in addition to the basic voice. Thus although it 
would be possible to recognize here a further type of relative clause, 
namely a verb-coding type (the verb form encodes what position is being 
relativized), it seems unnecessary to do so. One can, however, venture the 
further observation that heavy restrictions on relativization tend to corre
late with the existence of a wide range of voices, so that positions that are 
not relativizable directly can be made more accessible by using a different 
voice. This generalization seems to be borne out, although it is a statistical 
correlation rather than an absolute linking of accessibility possibilities to 
range of voices : for instance, English has a passive voice, but this does not 
increase accessibility to relativization, since direct objects can be rela
tivized directly. We may note further that in the West Indonesian 
languages discussed above that have a gap in relativization possibilities as 
defined by the hierarchy, the missing po3ition(s) can usually be relativized 
indirectly by the use of a derived voice, $0 that the possibility of conveying 
this information is not lacking. In Malay, for instance, a direct object can 
effectively be relativized by using the passive voice, so that the noun 
phrase in question appears as a subject and can then be relativized :

kawansaya {yang dipukul oleh A  IQ (6 1 )

fr ie n d  m y  th a t hit-PASSiVE b y  A l i

* my friend who was hit by Ali *

7 .3 .2  C O M P L E X  C O N S T R U C T IO N S

In section 7.3.1, we looked only at simplex sentences, and only at a single 
position at a time. However, one might venture to claim that the kinds of 
generalization made in section 7.3.1 can be extended if one also considers 
more complex constructions. In the present section, we shall examine two
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mstunccs where this docs indeed seem to be the case, but also some exam
ples where there are as yet unsolved problems,

One obvious extension would be to arguments of subordinate clauses as 
well as those of simplex sentences. An extension that seems to be valid is 
that it will never be easier to relativize a given constituent of a subordinate 
clause than to relativize the same constituent of a main clause, e.g. it would 
not be easier to relativize the direct object of a subordinate clause than the 
direct object of a main clause. We could reformulate this as an impli- 
cational universal: if a language can relativize a subordinate direct object, 
then it can relativize a main clause direct object. There are languages 
where one can relativize both, such as English. There are languages where 
one can relativize neither, such as Malagasy. And there are languages like 
Russian where one can relativize main clause direct objects but not subor
dinate clause direct objects :

devuska, [kotoruju ja ljublju] (62)
girl who- a c c u s a t iv e  I love
* the girl that I love *

*devuska> [kotoruju ty dumaes/ cto ja ljublju] (63)
g ir l w ho-A C C usA T ivE  y o u  th in k  th a t  I lo v e  

e th e  g ir l  th a t y o u  th in k  (th a t) I l o v e *

In the absence of languages that can relativize subordinate direct objects 
but not main clause direct objects, the universal seems to hold.

A similar extension would hold with possessive constructions. In section 
7.3.1, we simply asked in general whether it was possible to relativize 
possessors, without asking about the role of the whole noun phrase of 
which the possessor is a part, e.g. whether it is easier to relativize a pos
sessor that is part of a subject noun phrase than one that is part of a direct 
object noun phrase. Again, there is evidence from languages in favour of 
this : for instance, in Malay, it is possible to relativize the possessor of a 
subject, but not the possessor of a non-subject:

or ang [yang abang -nya memukul say a] itu (64)
person that elder-brother his hit me the 
‘ the person whose elder brother hit m e’

* or ang [yang say a memukul abang -nya] itu (65) 
person that I hit elder-brother his the

‘ the person whose elder brother I hit *

However, there are also problems in generalizing these extensions, in
dicating that further work needs to be done in some of these areas. For
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instance, a reasonable extension would be to claim that subjects of subordi
nate clauses should be more accessible to relativization than non-subjects 
(just as subjects of main clauses are more accessible than non-subjects). 
However, all the evidence suggests just the opposite. In English, non
subjects of subordinate clauses are freely relativizable, while subjects can 
be relativized only if there is no conjunction :

the girl [that you think (ihat) I lové] (66)

the girl [that you think (*that) loves me] (6 7)

For some speakers of Hungarian, quite irrespective of conjunctions, 
subordinate subjects cannot be relativized, whereas non-subjects often can;

a pénz, [amir mondtam, hogy a (68)
th e  m o n e y  w hich-A CC U SA Tlvn I-sa id  th a t  th e  

fiú elvett] 
b o y  to o k -a w a y  

' t h e  money th a t I said  (th a t) th e  b o y  to o k  a w a y ’

*a fiú, [aki mondtam, hogy elvette a pénzt] (69)
th e  b o y  w h o  I-said th a t to o k -a w a y  th e  m oney-ACCUSATlVE 

‘ th e  b o y  th a t I said  to o k  a w a y  th e  m o n e y  ’

(.Elvette is used with a definite direct object, otherwise elvett. Other 
speakers of Hungarian find (69) grammatical.) In Imbabura Quechua, it is 
possible to relativize a non-subject of an embeddeed clause using the gap 
type, but not the subject of an embedded clause:

[Marya Juan wawa -ta riku-shka
Maria Juan child a c c u s a t iv e  see n o m in a l i z e r  

-ta ni -shka] llugshi-rka. (70)

a c c u s a t iv e  say n o m in a l i z e r  le a v e  p a s t - 3 SINGULAR

* The child that Maria said that Juan saw left/

*[Marya warmi Juan-ta riku-shka
Maria woman Juan ACCUSATIVE see n o m in a l i z e r  

•ta ni - shkä] Uugshi-rka. i l 1)
ACCUSATIVE say  NOMINALIZER leave PAST-3SINGULAR 

‘ The woman th a t Maria said saw Juan left/

There is thus good cross-linguistic evidence for the surprising gener
alization that subordinate non-subjects are easier to relativize than subor
dinate subjects, but apparently no good explanations as to why this should 
be so.
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7.3.3  THE DISTRIBUTION OF RELATIVE CLAUSE TYPES

In section 7.2, we noted that it is often the case that a given language has 
more than one relative clause type, usually with at least some non-overlap 
between them. It has been observed that, in such instances, the distri
bution of relative clauses is not arbitrary. For instance) where the choice is 
between a pronoun-retention and a gap relative clause, it is nearly always 
the case that the pronoun-retention type is used lower down the accessi
bility hierarchy (or, more generally, in positions that are, cross- 
linguistically, less accessible), while the gap strategy is used higher up. As 
already mentioned, Persian uses the gap type on subjects and direct ob
jects, the pronoun-retention type on direct objects, non-direct objects, and 
genitives (and also constituents of subordinate clauses and coordinate con
structions). In Malay, the gap type is used for subject, the pronoun- 
retention type for genitives (and some non-direct objects, which are con
structed basically as genitives). In English, pronoun-retention is marginal, 
but is used in some varieties for one of the least accessible positions, 
namely subject of a subordinate clause with an overt conjunction. This 
observation can probably be generalized somewhat : wherever a language 
has both a more explicit and a less explicit way of forming relative clauses 
(in the sense of section 7.2.3), then the more explicit type will be used 
lower down the hierarchy and the less explicit type higher up the hier
archy.

The generalization thus has a functional basis: the more difficult a posi
tion is to relativize, the more explicit indication is given of what position is 
being relativized, to facilitate recovery of this information. This is, of 
course, simply a generalization of the functional explanation already sug
gested in section 1.3.3*
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CAUSATIVE 
CONSTRUCTIONS

Causative constructions have played an important role in the recent history 
of linguistics, not only from a typological viewpoint, and also represent an 
important area of convergence between linguistics and such adjacent dis
ciplines as philosophy (the nature of causation) and cognitive anthropology 
(human perception and categorization of causation). Internally to linguistics* 
causative constructions are important because their study * even within a 
single language, but perhaps more clearly cross-linguistically, involves the 
interaction of various components of the over-all linguistic description, in
cluding semantics, syntax, and morphology. Outside typology, the study of 
causative constructions was crucial in* for instance, the development of 
generative semantics. In the present chapter, however, our concern will be 
primarily with universals of causative constructions and typology of causa
tive constructions, although this study does on occasion indicate why some 
of the questions posed by generative semanticists, on the basis usually of 
English data alone, remained unresolved within this framework.

In this chapter, we are concerned with various linguistic expressions of 
causation, and a useful starting point is a characterization of the causative 
situation (event) as a whole. Any causative situation involves two component 
situations, the cause and its effect (result). Let us imagine the following scene : 
the bus fails to turn up; as a result, I am late for a meeting. In this simple 
example, the bus’s failing to turn up functions as cause, and my being late for 
the meeting functions as effect. These two micro-situations thus combine 
together to give a single complex macro-situation, the causative situation. In 
this case, it would be natural to express the macro-situation in English by 
combining the two clauses together, e.g. as the bus's failure to come caused me 
to be late for the meeting3 or the bus didn't comey so I was late for the meeting > 
or I was late for the meeting because the bus didn't come. Very often, however, 
the expression of one of the micro-situations, usually the cause, can be ab-
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bieviated, giving rise to sentences likz John caused me to be late \ here, the 
effect is clearly that I was late, but the expression of the cause has been 
abbreviated, so that it is not clear what particular piece of behaviour by John 
caused me to be late. We may therefore generalize our definition of cause 
somewhat to allow that John in such a sentence can be treated as an instance 
of cause.

The characterization of cause given above is essentially independent of 
structural parameters* and there are in fact a number of ways of expressing 
such a causative situation in English and other languages, such as the use of 
causative or resultative conjunctions (because, so that) or prepositions (be
cause of , thanks to)> the use of a separate predicate of causation (e.g. the verb 
to cause or to bring it about ihat)> or of a predicate that includes within itself 
the notion of cause* as in John killed Bill (which can be decomposed into a 
cause -  some action of John's, not further specified -  and an effect -  Bill's 
death). Linguistically, however, it turns out that certain of these causative 
expressions are of greater interest than others, largely independently of 
whether the interest is primarily typological or not. In particular, most atten
tion has been devoted to causative constructions where the notion of caus
ation is contained in the predicate, either with a separate predicate of caus
ation like English cause or French faire 4 to make or with causation as one 
semantic component of the predicate, as with English kill or Turkish öl-dür 
‘ kill, cause to die ’ (cf. öl L die ’)■ It is with predicational causation of these 
kinds that we will be concerned in the present chapter.

As indicated above, one of the reasons for the recent intense interest in 
causative constructions is that their study involves the interaction of 
formal syntax and semantic analysis, and in many instances the correlation 
of formal and semantic parameters. In section 8.1 we will outline the major 
relevant parameters, turning in section 8.2 to their interaction on the basis 
of examples from a range of languages.

8.1 PA R A M E T E R S IN  THE S T U D Y  OF 

C A U S A T IV E  C O N S T R U C T IO N S

8.1.1 F O R M A L  P A R A ME T E R S

One of the main formal parameters, indeed often the only one found in 
early discussions of causative verbs, is the formal relationship between the 
expression for the causative macro-situation and the resultant micro
situation, i.e. the relationship between, for instance, cause to die and die, or 
between kill and die. On this morphological parameter, we can make a 
three-way typological distinction, although, as with many typological dis
tinctions, forms in languages do not always fit neatly into one or other of
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these three types, rather a number of intermediate types are found. The 
continuum as a whole ranges from analytic causatives through morpho
logical causatives to lexical causatives.

The prototypical case of the analytic causative is where there are separ
ate predicates expressing the notion of causation and the predicate of the 
cffect, as in English examples like I caused John to go, or I brought it about 
that John went> where there are separate predicates came or bring it about 
(cause) and go (effect). Although such constructions are widely used by 
linguists, especially in glossing other construction types, in terms of fre
quency of occurrence cross-linguistically and even in terms of naturalness 
of use within individual languages, such pure analytic causatives are rela
tively rare. In Russian, for instance, it would be possible to say ja sdelal 
laky ctoby Déon usel> literally * I did thus, so that John left *, but this would 
be a very unnatural construction ; the nearest natural constructions all 
express much more than simple causation, e.g. ja zasiavil Diona ujti c I 
forced John to leave1, which implies direct coercion, and would be inap
propriate, for instance, if John were to be replaced by an inanimate noun 
phrase.

Turning now to morphological causatives, the prototypical case has the 
following two characteristics. First, the causative is related to the non- 
causative predicate by morphological means, for instance by affixation, or 
whatever other morphological techniques the language in question has at 
its disposal. A simple example is provided by Turkish, where the suffixes 
-r and -dir (the latter with vowel harmony variants) can be added to vir
tually any verb to give its causative equivalent, e.g. öl ‘ die ol-diir ‘ kill \ 
góster ‘ show', góster-t ‘ cause to show’ . The second characteristic of the 
prototypical morphological causative is that this means of relating causa
tive and non-causative predicates is productive: in the ideal type, one can 
take any predicate and form a causative from it by the appropriate morpho
logical means. Turkish comes very close to this ideal, since as indicated 
above one take pretty well any verb and form a causative from it, and can 
even form causatives of causatives : from öl ‘ die * we can form öl-dür  ‘ kill \  

but we can then take ôl-dür  as the basis for this same process and form 
ôl-dü r-t ‘ cause to kill'. However, there are limitations on the iterativity of 
this process, so that long chains of causative suffixes, though occasionally 
found illustrated in manuals, are of marginal acceptability in the language. 
In this sense, there is probably no language that illustrates the pure pro
totypical morphological causative, with unrestricted iterativity of the rel
evant morphological process.

In the examples given in the previous paragraph, it was invariably the 
case that the causative predicate was formed from the non-causative, in the 
particular Turkish examples chosen by suffixation. However, it is also
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possible to find examples with the inverse derivational relation, where the 
predicate expressing the effect has more morphological material than the 
causative predicate, as in Russian lomat* ‘.to break" (transitive) versus 
lomat'sja 1 to break ’ (intransitive), in which the suffix -sjajs' derives the 
non-causative from an inherently causative simplex verb. Such derived 
non-causatives are sometimes referred to as anti-causatives. In Russian, 
then, we have pairs of sentences like the following :

Palka slomala-s\ (i)

‘ The stick broke.’

Tanja slomala palku. (2)
'Tanya broke the stick.’

In yet other cases, it is difficult or impossible to speak of any direction of 
morphological derivation. InSwahili,forinstance,theintransitiveverb‘ boil ’ 
is them-k-Qy while the transitive verb,1 cause to boil \ is chem-sh-a : here the 
effect verb and the causative verb simply have different suffixes, so that both 
are, in a derivational morphological sense, equally complex. Similar lack of 
directionality is found with suppletive pairs like English die and kill: while 
one may argue whether kill should be derived syntactically from die or not, 
morphologically the two forms are completely unrelated. In terms of the 
relation between expression of the effect micro-situation and the causative 
macro-situation, however, alt of these subtypes can be treated together, al
though they will differ in degree of productivity (for instance, while the 
genuine derived causative may be a productive process, the derived anti
causative will not be, since one cannot iteratively reduce the degree of transi
tivity of a predicate : once it is intransitive, that is necessarily the end of the 
process).

Introducing the die/kill relationship in the preceding paragraph has 
brought us to the third type of causative in morphological terms, namely 
the lexical causative, i.e. examples where the relation between the ex
pression of effect and the expression of causative macro-situation is so 
unsystematic as to be handled lexically, rather than by any productive 
process. The clearest examples here are of suppletive pairs, like English 
kill as the causative of diet or Russian ubif ‘ to kill’ as the causative of 
umereC ‘ to die*. Suppletion forms the clearest instance of lexical causa
tives in that there is, by definition, no regularity to the formal relationship 
between the two members of the pair.

Although there are many instances in languages that instantiate these 
ideal types, or come very close to doing so, there are also many construc
tions that fall between the adjacent types on the continuum. An excellent
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example of a type intermediate between analytic and morphological is the 
French construction with fairey as in f  ai fait courir Paulc I have made Paul 
run \ At first sight, this would seem to be a straightforward analytic causa
tive, since we have separate predicates faire expressing cause and courir ‘ to 
run 7 expressing the effect. However, as soon as one compares this con
struction with other constructions where there are dearly two predicates* 
the apparent clarity of this example dissolves. In general, where there are 
two predicates in French, each will take its own set of noun phrase argu
ments, as in y  ai demande à Paul de courir ‘ I have asked Paul to run ’ or fa i  
demandé à Paul de manger les pommes 41 have asked Paul to eat the apples 
The verb demander ‘ to ask’ takes, in addition to its subject, an indirect 
object with the preposition à. In the infinitive construction, as usually in 
such constructions in French, the subject of the infinitive is omitted, but 
any objects required or allowed by the verb in the infinitive remain: courir 
is intransitive, but with the transitive verb manger ‘ to eat ’ we find the 
direct object les pommes 'the apples’ in the above example. The faire 
construction is very different in that, despite the presence of two words 
faire and the dependent infinitive, this complex behaves for most purposes 
as a single compound predicate. For most speakers, it is not possible to 
insert noun phrases between the two components, so that even though one 
might expect a priori that Paul of fa i  fait courir Paul would be either 
object of faire or subject of courir, this noun phrase cannot intervene 
between faire and courir, even though an object of faire would be expected 
immediately to follow it, and a subject of courir immediately to precede it. 
In our example, the phrase faire courir behaves as a single complex, and 
Paul is the direct object of this whole complex, therefore quite naturally 
follows the complex as a whole.This becomes even clearer, as we shall see 
in more detail in section 8.2, when we consider transitive infinitives after 
faire> because the grammatical relation of the causee (the entity caused to 
do something) has to adjust to accommodate to the valency of the com
pound predicate faire plus infinitive as a whole. Since a transitive verb 
already has a direct object of its own, the causee in fact appears as an 
indirect object, as in fa i  fait manger les pommes à Paul11 made Paul eat the 
apples’ , Contrast this with the behaviour of the demander construction, 
where the person asked to carry out the action is invariably an indirect 
object, as required by the valency of the main clause verb demander.

In purely morphological terms, as we saw in section 2.3, the distinction 
between analytic and synthetic is a continuum rather than a clear-cut 
distinction, and here we see that even where, in purely formal terms, a 
construction may seem to belong clearly to one or the other type, further 
investigation of its behaviour may show it rather to be intermediate. More 
generally, one could typologize causative constructions in terms of the
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degree of reduction of the two separate predications (cause and effect) into 
a single predication» ranging from such pedantically explicit renderings as 
I brought it about that John left via I caused John to leave via I had John 
leave to French constructions of the faire type and so on to morphological 
causatives in the strict sense.

Likewise, there are constructions intermediate between the ideal mor
phological type and the ideal lexical (suppletive) type, in particular exam
ples where there is a clear formal relationship between the predicates used 
to express effect and to express causation, but no regularity to this formal 
relationship. A good illustrative example here is Japanese, which has both 
canonical morphological causatives and causatives using a less productive 
morphological relationship. The canonical morphological causative uses 
the suffix -(s)ase> as in sin-ase- ‘ cause to die’ (cf. sin- ‘ die'), wmar-ase- 
‘ cause to stop’ (cf. tomar- 'stop ’ , intransitive), ori-sase- ‘ cause to come 
down1 (cf. ori- ‘ come down’). In addition, however, many verbs also have 
a non-productively related causative* so that alongside tomar-ase- there is 
also tome- ‘stop" (transitive), and alongside ori-sase- there is also oros- 
‘ bring down1. In Japanese, such non-productive causatives behave like 
canonical lexical causatives, e.g. like koros- 1 kill ’ as a lexical causative of 
sin- ‘ d ie’ . In other languages, however, there is often a difference in 
behaviour between suppletive and non-productive non-suppletive causa
tives. In English, for instance) many causatives can be formed without any 
morphological change to the verb, as with melt (transitive and intransitive). 
The relation between transitive and intransitive melt is not quite the same 
as that between members of a suppletive pair like kill and diey as can be 
illustrated by the following pair of sentences, where (3) is much more 
natural than (4) :

John tried to melt the glass, but it wouldn't (sc. melt). (3)

*John tried to kill Mary1 but she wouldn't (sc. die). (4)

Thus the existence of a formal relationship, even though not productive, 
docs facilitate identification of the causative and non-causative members of 
the pair for purposes of retrieval of omitted information.

As with other lexical relations, the semantic relation between putative 
causative and non-causative verbs is sometimes idiosyncratic, for instance 
with English fall and felly the latter being much more restricted in meaning 
than ‘ cause to fall * -  in non-metaphorical usage, fell is restricted to caus
ing trees to fall. However, there are sufficient examples cross-linguistically 
of canonical and close-to-canonical lexical causatives where the meaning 
relationship is regular to make possible the inclusion of such causatives 
within a general typological study of causative constructions.
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In addition to the classification into analytic, morphological, and lexical 
causatives, there is one further formal parameter that turns out to be 
crucial in the cross-linguistic comparison of causative constructions, and 
this is the grammatical encoding of the semantic relation causee in the 
causative construction, i.e. of John/ihe tree/the vase in / caused Johnfthe 
treejthe vase to fall and in other ways of expressing the same basic meaning. 
As this is a fairly complcx parameter, interacting closely with parameters 
to be discussed in section S. 1.2, a whole section, namely 8.2, has been 
devoted to this area of interaction, and discussion of the encoding of the 
causee is postponed until then.

8 .1 .2  S E M A N T IC  PA R A M E T E R S

In this section, we will be concerned with two major semantic parameters, 
namely the distinction between direct and indirect causation and the prob
lem of the degree of control retained in the causative macro-situation by 
the causee. There are also other semantic distinctions that can be made 
within causative constructions, but on which we will not concentrate here. 
One such parameter is, however, deserving of mention, namely the distinc
tion between true causation and permission. In English, these two types 
are kept apart by the use of different main verbs in the usual analytic 
constructions, as in I made the vase fall (true causative) versus I let the vase 
fall (permissive). In many languages, however, especially in languages 
with a morphological causative, the same construction ranges over both 
true causative and permissive senses, as in Georgian :

Manta svtl-s ceril -s a-cer
father son  d a t iv e  letter a c c u s a t iv e  write

-in-eb-s. (5)
3 SINGULAR

'Father makes/helps/lcts his son write the letter.’

(In this example, the prefix a- and the suffix sequence -in-eb marks the 
causative.) It is easy to see the relationship between true causative and 
permissive, in terms of our initial characterization of (true) causative. In 
both constructions, the anterior event (or its agent) has some control over 
whether or not the effect is realized : with the true causative, the anterior 
event/agent has the power to bring the effect about ; in the permissive, the 
anterior event/agent has the power to prevent the effect from coming 
about. In both types, the realization of the effect is, at least partially, 
within the control of the causer/permitter.

In discussing semantic distinctions within causative constructions,
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much as in our earlier discussion of semantic roles in general in section 3.1, 
wc are concerned solely with those semantic distinctions that have gram
matical relevance in at least some language?. Since we are thus interested 
primarily in correlations between semantic and formal parameters, in the 
discussion below we will frequently refer back to the formal distinctions 
made in section 8.1.1, and forward to the discussion of formal-semantic 
interactions in section 8.2.

The distinction between direct and indirect causatives is concerncd with 
the mediacy of the relationship between cause and effect. On the one hand* 
there are instances where cause and effect are so close to one another 
temporally that it is difficult to factor the macro-situation physically into 
cause and effect, even though it remains possible to do so conceptually. 
Thus if I am walking past the sideboard and catch the vase with my hand, 
thus causing it to fall from the sideboard, the relation between cause (my 
catching the vase) and effect (the vase’s falling off the sideboard) is very 
direct. In other instances, however, the relation between cause and effect 
may be much more distant, as in the following scenario: the gunsmith, 
knowing that the gunlighter has a crucial fight coming up, ensures that the 
gun, which has been entrusted to him for repair, will fail to fire; some 
hours later* the gunfighter goes out for his fight and, since his gun has been 
tampered with, he is killed. The relation between cause and effect is very 
indirect, although nonetheless, there is an inevitable flow of events be
tween the cause (the gunsmith’s tampering with the gun) and the effect 
(the gunfighter’s death).

Many languages have a formal distinction correlating with this distinc
tion between direct and indirect causatives. Moreover, the kind of formal 
distinction found across languages is identical : the continuum from ana
lytic via morphological to lexical causative correlates with the continuum 
from less direct to more direct causation. Thus if one were forced to 
establish different situations correlating with the difference between Eng
lish Anton broke the stick and Anton brought it about that the stick broke, or 
their Russian equivalents Anton slomal palku and Anion sdelal tak, ctoby 
palka slomalas\ then one would probably do so by inventing, for the 
second example in each language, a situation where Anton’s action is re
moved by several stages from the actual breaking of the stick. Similarly, in 
Nivkh, the lexical and morphological causatives of the verb ce- ‘ d ry ’ (in
transitive) can be distinguished semantically :

If lep seu-d\ (6)
he bread dry

If lep ce -gu -d\
he bread dry c a u s a t iv e

( 7 )
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In Nivkh, the morphological causative has the suffix -gu y in this particular 
example, the lexical causative involves a non-productive derivational pro
cess of initial consonant alternation. Example (6) simply states that he 
dried the bread, and would be most appropriate for a situation where the 
person in question deliberately set about drying the bread, for instance by 
putting it in the oven- Example (7), however, corresponds rather to * he 
aiuscd the bread to get dry * or even ‘ he let the bread get dry \ implying, 
tor instance, that he forgot to cover the bread, as a result of which the 
bread dried.

It must be emphasized that the distinction between direct and indirect 
causation is one of degree along a continuum. It is very difficult, and 
perhaps even impossible, to construct examples which clearly allow only a 
direct causation or only an indirect causation interpretation. But when one 
contrasts different causative constructions that differ on the analytic -  
morphological -  lexical continuum, then it becomes clear that the con
struction closer to the analytic end is more appropriate for the distant 
(indirect) causative, while the one closer to the lexical end is more appro- 
pirate for the direct causative. Failure to recognize this has engendered 
much unnecessary controversy over the relation between English kill and 
die> with participants arguing back and forth as to whether kill and cause to 
die are or are not synonymous. To be sure, it is difficult to invent situations 
where one or other of these expressions would be excluded, but it is easy to 
invent situations, and more especially pairs of situations, where one of the 
two variants is more appropriate than the other.

The second semantic parameter that we wish to discuss is the degree of 
control retained by the causee in the causative construction- Since this 
semantic parameter interrelates in particular with the formal expression of 
the causee in the causative construction, most of the discussion of the 
formal-semantic interaction will be retained until section 8.2. Where the 
causee is an inanimate entity, as in John caused the tree tofalU this causee in 
general has no potential for exercising any control over the macro
situation, so that the question of control docs not arise. Where, however, 
the causee is animate, there is the potential for a continuum of degree of 
control retained by that causee. If one takes an English sentence like I 
brought it about that John lefi> then this leaves quite unexpressed whether I 
got John to leave by direct coercion (e.g. by knocking him unconscious and 
carrying him out when he was in no position to resist), or whether I subtly 
played upon his deeper psyche in an attempt, ultimately successful, to 
persuade him to leave -  in either case, I did something (cause) which had 
as its ultimate result that John left (result). O f course, in English it is 
possible to express such distinctions, by suitable choice of matrix verb, as 
in the difference between / compelled John to leave, I made John leave, /
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imposed on John to have> I persuaded John to leave. In many languages, 
however, differences along this continuum can be expressed by varying the 
case of the causee. For the moment, we will content ourselves with an 
illustrative example, from Hungarian :

F.n kohögtettem a gyerek-et. (8)
I caused-to-cough the child a c c u s a t iv e

En k'óh'ógtettem a gyerek-keL (9)
I caused-to-cough the child i n s t r u m e n t a l

Example (8), with the accusativc of the causee, implies low retention of 
control, and would be appropriate, for instance, for a situation where I 
slapped the child on the back, thereby inducing him to cough whether he 
wanted to or not. Sentence (9), with the instrumental, leaves greater con
trol in the hands of the causee, implying* for instance, that I got the child 
to cough by asking him to do so. We leave open the philosophical question 
of whether the causee does in fact retain more of his own free will when he 
is persuaded to do something, rather than being forced to do it : at least, 
language does make this distinction conccrncd with degree of retention of 
control.

8.2 v a l e n c y  c h a n g e s  i n  m o r p h o l o g i c a l  

c a u s a t i v e s

From a typological viewpoint, perhaps the property of causative construc
tions that has most interested linguists in recent years has been the valcncy 
of morphological causatives* in particular the grammatical encoding of the 
causee. There are two basic viewpoints that can be opposed on this 
question, although, as we shall suggest below, an over-all analysis of causa
tive constructions seems to require aspects of both of these opposing view
points. The first viewpoint can be referred to as syntactic, and would argue 
that all » or at least much, of the problem to hand can be handled in purely 
syntactic terms, without recourse to semantics. The second viewpoint is 
semantic, and would argue that all, or at least much, of the problem to 
hand requires statement in semantic terms, with syntax playing a corre
spondingly smaller role.

Before turning to evidence for and against each of these opposing view
points, we may first note some of the universals of causative constructions 
that these two viewpoints address themselves to. We are concerned here
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with universal tendencies in the syntax and semantics of causative con
structions, rather than with absolutes* but when one considers the logically 
possible range of variation that one might have found across languages, 
then the fact that the actual range of variation is so much smaller does 
stand out significantly.

The morphological causative normally has a valency one higher than 
that of the corresponding non-causative, since in addition to the arguments 
of that non-causative predicate there is also the causer. With analytic 
causatives this introduces no problems, since each of the two predicates, 
expressing cause and effect, retains its own set of arguments. With the 
morphological causative, however, the arguments of both semantic predi
cates have to be combined together into one single set of arguments on a 
single predicate. Cross-1 inguistically, this problem of valency increase is 
almost invariably solved by altering the expression of the causee. One 
simple solution is simply to omit mention of the causee from the causative 
construction, and this is particularly frequent as a possibility cross- 
linguistically in dealing with causatives of transitive verbs, as in the follow
ing example from Songhai :

Alinga-ndi tasu di. (10)
Ali eat c a u s a t iv e  rice the
‘Ali got someone to eat the rice.'

Omission of the causee does, of course, result in loss of information -  in (10) 
it is simply unclear who was made to eat the rice -  and no language seems to 
have this as its only possibility across a wide range of causative sentence 
types. Rather what happens is that the grammatical exponency of the causee 
is altered to fit in with the new over-all pattern of valency of the morpho
logical causative predicate.

The pattern that emerges as the norm across languages here can be illus
trated with examples from Turkish. In anon-causative Turkish sentence, the 
noun phrase corresponding to the causee is subject in the nominative, as in 
examples (11), (13), and (15) below. In the corresponding causative, the sub
ject slot is already occupied by the causer, and since Turkish, like most 
languages, does not permit two subjects in a single clause, the causee cannot 
also be subject. Where the non-causative verb is intransitive, as in (11), then 
the causee appears as a direct object in the accusative, as in ( 12) :

Hasan öl -dü. 
Hasan die p a s t  

‘ Hasan died.*

( ID
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Ali Hasan-x 61 -dur -du. (12)
Ali Hasan a c c u s a t iv e  die c a u s a t iv e  p a s t  

‘Ali caused Hasan to die, killed Hasan.’

Where the non-causative verb is transitive, the direct object slot is already 
occupied by the direct object of the non-causative verb, so the causee 
cannot appear as direct object in a language like Turkish that permits only 
one direct object per clause, rather it appears as an indirect object in the 
dative :

Müdür mektub-u imzala-di. (13)
director letter a c c u s a t iv e  sign p a s t  

‘ The director signed the letter/

Diççi mektub-u müdür -e
dentist letter a c c u s a t iv e  director d a t iv e

imzala-t -ti. (14)
sign c a u s a t iv e  p a s t  

‘ The dentist got the director to sign the letter.’

Where the non-causative verb already has an indirect object, then this slot 
is also unavailable to the causee -  with reservations to be made below -  
and in Turkish, in such instances, the causee appears as an oblique object 
with the postposition tarafindan :

Müdür Hasan-a mektub-u göster-di. (15)
director Hasan d a t iv e  letter a c c u s a t iv e  show p a s t  

‘ The director showed the letter to Hasan/

Di§çi Hasan-a meknib-u müdür
dentist Hasan d a t iv e  letter a c c u s a t iv e  director

tarafindan göster-t -ti. (16)
by show c a u s a t iv e  p a s t

‘ The dentist got the director to show the letter to Hasan.'

When the Turkish data are set out in this way, the formal solution to 
accounting for this distribution is clear. It requires the establishment of a 
hierarchy of grammatical relations, as follows: subject > direct object 
> indirect object > oblique object. The grammatical encoding of the 
causee proceeds as follows : the causee occupies the highest (leftmost) posi
tion on this hierarchy that is not already filled, Thus in (14), since subject



CAUSATI VE C O N S T R U C T I O N S H I

is already occupied by the causer, and direct object by the direct object of 
4 sign \ the highest remaining position is indirect object, and this is indeed 
how the causee is encoded. Although we will note below some counterex
amples to this generalization, and some points that are not explained by 
this formal approach) it does still, we would maintain, remain the case that 
a wide range of properties of morphological causatives are explained by 
this hierarchy that are not captured by alternative accounts.

The hierarchy is very similar to that proposed in chapter 7> where we 
noted that accessibility to relative clause formation is determined by a 
hierarchy: subject > direct object > non-direct object > genitive. Clearly, 
the genitive is irrelevant to the discussion of valency of causative verbs, 
since it is an argument of a noun phrase, not of a verb. The only difference 
would then be the inclusion of indirect object in the causative hierarchy. 
Moreover, there is some, albeit slight, evidence from relative clause forma
tion that indirect object should be included in the hierarchy, between 
direct and oblique object, which would then make the relevant parts of the 
hierarchy identical. (Note that we are using the term non-direct object to 
subsume both indirect object and oblique object.) There are, however, 
some problems with establishing this identity between the two hierarchies. 
First, there is the general problem of establishing indirect object as a valid 
grammatical relation: in Turkish, as far as we are aware, there is no inde
pendent evidence (i.e. other than the behaviour of causative constructions) 
for separating off indirect objects from the other non-direct objects. In 
many languages, it seems that causative constructions would be the only 
ones where indirect object is a relevant grammatical relation, and, as dis
cussed in section 3.3, the language-internal justification of a grammatical 
relation really requires a number of logically independent par
ameters. Secondly, even if we assume the existence of a grammatical re
lation of indirect object, it turns out that the evidence for this position as 
relevant to relative clause formation is very marginal indeed: hardly any 
languages have indirect object as a clear cut-off point. Yet, in the cross- 
linguistic study of causative constructions, indirect object seems to be one 
of the best justified positions, the use of indirect objects to express the 
causee in the causative of a transitive verb being extremely widespread 
across the languages of the world. So, for present purposes, we will take a 
more cautious line, noting that there are close similarities between the 
relative clause and the causative hierarchies, without there necessarily 
being identity between them; moreover, we note that, if it should turn out 
that indirect object is not a grammatical relation in languages that use this 
construction for the causative of a transitive, then some other way (i.e. 
other than as a grammatical relation) must be found of characterizing this 
position on the hierarchy.
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The next problem to consider with regard to the formal approach out
lined above is that many languages allow doubling on one of the positions 
in this hierarchy. In Sanskrit, for instance, it is in fact impossible to 
express the causee in the causative of a transitive verb in the dative case, 
rather it must appear either in the instrumental (discussed below) or in the 
accusative, giving rise to constructions with two accusatives :

Ramafy bhriyam katam
Ram a-NOM INATIVE servant-ACCUSATiVE mat-ACCUSATiVE

kärayaii, (17)
prepare-CAUSATiVE

‘ Rama makes the servant prepare the mat.1

It turns out, however, that nearly all languages allowing this possibility in 
causative constructions are languages that otherwise allow clauses to have 
two accusative objects -  it is even conceivable that one should say ‘ all 
languages1 rather than * nearly all languages1, although there are some 
languages with this causative construction for which we have been unable 
to find evidence concerning non-causative constructions with two direct 
objects. When, however, we turn to indirect objects, then the possibilities 
for doubling are much more widespread, indeed it seems to be the case that 
every language that allows the causee to be expressed in the causative of a 
diiransitive verb construction allows doubling on indirect object in this 
position, so that even in Turkish we have, as an alternative co (16) :

Di$qi ntüdür-e mekiub-u Hasan-a goster-t-ti. (18)

In some languages, such examples may be ambiguous (though in Turkish, 
the first dative is interpreted as causee), or stylistically infelicitous for 
other reasons in certain instances, but there is no doubt that they exist as 
possible constructions. The possibility of doubling on indirect objects in 
this way does not correlate with any possibility of having two indirect 
objects in a single clause, and is thus more directly a counterexample to 
the formal universal of causative construction formation as an absolute 
universal.

Although this universal cannot remain as an absolute universal, it does 
still remain as a strong universal tendency. Indeed, the claim can even be 
strengthened beyond this. As we noted in the previous discussion, doub
ling on subjects is unknown in causative constructions > doubling on direct 
objects is attested, but restricted; doubling on indirect objects is very 
widespread. In other words, the possibilities for doubling on a given gram
matical relation increase as one descends the hierarchy. Presumably, no
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language that has oblique objects places a restriction of the kind that only 
one oblique object per clause is permitted.

In the discussion so far, when we have referred to oblique objects we 
have simply referred to them as a single undifferentiated class, but clearly, 
even for the restricted purposes of discussing causative constructions, this 
is inadequate. It is not the case in Turkish, for instance, that the causee in 
the causative of a ditransitive verb can stand as any arbitrary kind of 
oblique object, rather it must take the postposition tarafindan. Likewise in 
French, such a causee must take the preposition p a r* by ’ :

J'ai fait écrire une lettre au directeur par PauL (19)
‘ I have made Paul write a letter to the director.’

Not only is the choice of oblique not random within a given language, 
there is also a high degree of correlation across languages: the oblique 
object chosen is typically that used to express the agent in the passive 
construction, as with Turkish tarafindan and French par. This obviously 
suggests an alternative explanation, other than the hierarchy, for the ap
pearance of this particular oblique object in the causative construction, 
namely that the oblique object arises not through demotion down the 
hierarchy, but rather by the application of passive in the derivation of the 
causative construction. Both suggestions have a degree of initial plausi
bility. In what follows, we will argue that, although the passive analysis 
may indeed be appropriate for certain languages, it is not a general solution 
to all such cases, i.e. that demotion down the hierarchy must remain, at 
least for the present, as a possibility.

The possible validity of the passive analysis can be illustrated by using 
French data. First, we should note that with the causative of a transitive 
verb (i.e. even with a verb lacking an indirect object), French allows the 
causee to be expressed with par :

Jean a fail manger les pommes par PauL (20)
‘Jean made Paul eat the apples.*

This is therefore in violation of the formal hierarchy explanation as an absol
ute universal, which would predict demotion to indirect object only (which is 
an alternative possibility in French). The passive analysis, however, would 
predict the existence of sentences like (20), since in general in French any 
transitive verb can be passivized. The argument would thus run that the 
subordinate clause Paul manger pommes ‘ Paul to eat apples * is passivized to 
give pommes manger par Paul< apples to eat by Paul in which pommes is now 
subject of an intransitive construction. Construction (20) is thus causative of
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an intransitive* and by the regular demotion procedure the causee, pommes, 
ends up as direct object of the causative construction as a whole. One prob
lem for the passive analysis is that, in French and virtually all languages 
that have a morphological causative, there is never any trace of passive 
morphology in the causative verb* i.e. it is impossible to say :

*Jean a fait être mangées les pommes par Paul. (21)
‘ Jean has made the apples be eaten by Paul.5

However, in many languages there are close correlations of detail between 
the passive construction and the possibility of a passive agent-like ex
pression in causative constructions, down to idiosyncratic lexical re
strictions on passivization> so that one might be prepared to overlook the 
morphological problem. And, indeed, for French, at least, the passive 
solution does have considerable plausibility.

There are, however, also some problems for the passive analysis. First, 
some languages, such as Hungarian and Finnish, allow the use of an 
oblique object for the expression of the causee even though they lack any 
passive constructions, or at least any passive construction that would ex
press the agent in the same case as is used in the causative construction. 
This would require setting up a passive that occurs only in the causative 
construction, thus destroying any possible independent motivation for the 
passive analysis of causative constructions. More damaging to the passive 
analysis as a universal solution to oblique objects in causative construc
tions, however, is the fact that in some languages, of which Turkish is an 
excellent example, the expression of the causee as an oblique object is 
restricted to causatives of ditransitive verbs, whereas passive applies freely 
to the whole range of transitive verbs. In Turkish, it is not possible to 
replace the dative of (14) by a prepositional phrase with tarafindan :

*Di§çi mektub-u müdür tarafindan imzala-t*ti. (22)

In Turkish, then, demotion to the bottom position on the hierarchy takes 
place only when it is required to avoid two occurrences of a given gram
matical relation; there is no such constraint on passive, which means that 
passive cannot be used, on its own, to account for the distribution of 
grammatical expressions of the causee.

Above, we noted exceptions to the demotion analysis as an absolute 
universal whereby the causee appeared in a position higher on the hier
archy than predicted, giving rise to doubling on some position. There are 
also exceptions occasioned by the appearance of the causee lower down the 
hierarchy than predicted. Some of these we have already noted, for in
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stance French example (20), in connection with the passive analysis. In 
addition* some languages do not use the indirect object position on the 
hierarchy, but have a straight choice between direct object and oblique 
object for the expression of the causee. When wc look at other violations of 
the absolute interpretation of the hierarchy, especially instances where 
alternative expressions of the causee are possible, then the relevance of 
semantic considerations becomes much more apparent. Before, therefore, 
looking at the data in more detail from both a formal and semantic view
point, we may outline how a semantic approach to the grammatical en
coding of the causee might proceed.

The essential factor involved here is the degree of control exercised by 
the causee. As we noted in section 8.2, differences of control are most 
perceptible with animate causees. In many languages, there is, in addition 
to any correlation between morphological case and grammatical relation, 
also a fairly high correlation, often mediated by grammatical relations, 
between morphological cases and semantic roles. For instance, the accus
ative, as the basic morphological encoding of the direct object, typically 
refers to an entity with a very low degree of control. On the other hand the 
instrumental, or whatever case is used for passive agents, is frequently 
used for an entity with a high degree of control, especially in passive 
constructions, or elsewhere when the interpretation of the semantic role 
instrument is excluded. Dative, as the typical exponent of experiencer or 
recipient, occupies an intermediate position : experiences are indeed low 
in control, though they still differ from patients in that they must be 
sentient; recipients even more clearly are intermediate, since in the situ
ation John gave the book to Maryb while Mary clearly has less control than 
John (since John is the prime initiator), she does have some control, e.g. in 
being able to refuse the gift, whereas the book has none. One could thus 
establish a hierarchy : instrumental > dative > -accusative, in terms of the 
degree of control (from greatest to least), a hierarchy which is remarkably 
similar to the formal hierarchy proposed above (for expository purposes, 
the two hierarchies are presented in reverse order).

Turning now to the expression of the causee : in general, the subject of a 
transitive verb has more control than the subject of an intransitive verb; 
many intransitive verbs express situations over which the subject has no 
control (e.g. John is talJ)y although there are of course many potentially 
controllable intransitive actions (e.g. John went); conversely, although 
there are subjects of transitive verbs with low degree of control (e.g. John 
underwent an operation), these are far less typical than those with control 
exercised by the subject. The fact that causees in causatives of intransitives 
go into the accusative, whereas causees in causatives of transitives go into 
the d#ive (or instrumental, in languages that do not use the dative) at least
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correlates very highly with the hierarchy given above: for the causee exer
cising greater control, choose the case higher on the hierarchy.

This viewpoint finds further confirmation when one looks at alternative 
expressions for the causee independent of the valency of the non-causativc 
verb. The formal explanation based on the syntactic hierarchy has no 
explanation here: at best, it allows such alternatives as violations of what 
is, after all, only a tendency rather than an absolute universal. We find this 
kind of alternation with intransitive verbs, as for instance in the following 
Hungarian examples, where, as already discussed (see (8M9)), use of the 
instrumental rather than the accusative implies greater retention of control 
by the causee :

Èn kohogtettem a gyerek-el (ACCUSATIVE). (23)

Én köhögretzem a gyerek-kel ( i n s t r u m e n t a l ). (24)
41 made the child cough.1

A similar distinction is found in Japanese, where o marks the accusative 
case ; since Japanese uses ni for both indirect objects and passive agents* no 
formal distinction is possible here between the two:

Tar00 ga Ziroo o ik-ase-ta. (25)
4 Taroo made Ziroo go/

Taroo ga Ziroo ni ik-ase-ta. (26)
‘ Taroo got Ziroo to go/

The distinction is also found with transitive verbs in many languages. In 
Kannada, for instance, we find a contrast between the dative (less control) in 
(27) and the instrumental (greater control) in (28):

Avanu nonage bisketannu ttnnisidanu. (27)
he-NOMINATIVE I-DATIVE biSCUlt eat-CAUSATIVE 

‘ H e  fe d  m e a  b is c u it/

Avanu nanninda (i n s t r u m e n t a l ) biskeiannu linmsidanu. (28) 
‘ He got me to eat the biscuit/

Examples of this kind, where there is a consistent cross-linguistic corre
lation between alternative expressions and different meanings concerned 
with degree of control, make it clear that semantics must play some role in 
the cross-linguistic study of causative constructions, especially for linguists 
interested in universal and typology. However, this does not mean that this 
semantic explanation, at least to the extent that it has been elaborated to
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date, supersedes the syntactic account of causative constructions given 
above, There arc still many aspects of the syntax of causative constructions 
that are not accounted for by the semantic explanation. For instance* there 
are languages like Turkish where semantic factors seem$ completely irrel
evant to the expression of the causee ; in the causative of an intransitive verb* 
it must be accusative; in the causative of a monotransitive verb, it must be 
dative ; in the causative of a ditransitive verb, it may be either dative or with 
the postposition tarafindan3 though without any apparent difference in 
degree of control. There are many instances where there is no variation 
within a given language : for instance* variation between two expressions 
for the causee in the causative of an intransitive verb* though clearly attes
ted in such languages as Hungarian and Japanese, is by no means a widely 
available choice in a wide range of languages, and even in these two 
languages there is no corresponding choice with causatives of transitives : 
here, Hungarian must use the instrumental for the causee, Japanese must 
use the postposition ni.

Another piece of evidence in favour of retaining at least some of the 
validity of the formal explanation for tendencies concerning cross- 
linguistic restrictions on the syntax o f causative constructions is that the 
same morphology as is used to indicate causative in many languages is also 
used as a general indicator of increase in valency (and, likewise, anti
causative as a general indicator of decrease in valency), without any necess
ary connection with the semantic parameters of causative constructions. In 
Wolof, for instance, the suffix -a lcan indicate a causative:

Di naa toog-al nenne bi. (29)
f u t u r e  I s i n g u l a r  s it c a u s a t iv e  c h ild  th e  

‘ I w ill  m a k e  th e  c h ild  s it . ’

However* it is also used to increase the valency of a monotransitive verb to 
ditransitive, e.g. to enable inclusion of an indirect object in the valency of the 
verb dyimg ‘ read ’ :

Mungi dycmg-al eleew yi teere -ém. (30)
h e  re a d  p u p il the-PLURAL b o o k  h is  

‘ He is re a d in g  h is  b o o k  to the p u p ils ."

Thus perhaps the main lesson of work on typology of causative construc
tions* in addition to specific results and methodological indications* is that 
any detailed approach to language typology, or indeed to any aspect of 
language* must combine formal and semantic viewpoints if it is to uncover 
all of the relevant factors.
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n o t e s  a n d  r e f e r e n c e s

Two collections of articles providing a variety of data and viewpoints on 
causative constructions are Shibatani (1976a) and Xolodovii (1969). The 
introduction by Shibatani (1976b) in the former is a useful introduction to 
the whole area.

The general characterization of causative constructions given here is 
based on Nedjalkov & Sil’nickij (1969a)- Discussion and exemplification of 
the morphological typological parameters is given by Nedjalkov & 
Sil’nickij (1969b). The Japanese examples are from Shibatani (1976b, 17). 
The Nivkh example is from Nedjalkov et aL (1969, r83).

The formal syntactic approach to valency change in causative construc
tions is introduced in Comrie (i975)> and elaborated in Comrie (1976); 
many of the examples cited are from these sources. The importance of the 
semantic approach has become particularly clear to me through discussion 
with Peter Cole (University of Illinois at Urbana-Champaign); for Hindi 
data, see also Saksena (1980), and for more general information Shibatani 
(1976b). An earlier attempt to synthesize the two approaches, with rather 
different emphases, is Comrie (1985). The Songhai examples are from 
Sliopen & Konare (1970). The Hungarian examples are from Hctzron 
(19763 394), though not all speakers accept (9). The Kannada examples are 
from Peter Cole (University of Illinois at Urbana-Champaign) and S. N. 
Sridhar (State University of New York at Stony Brook); far some discus
sion* see Sridhar (1976, 137-40) and Cole & Sridhar (1977), the latter 
arguing in particular against a passive analysis for ehe instrumental causee. 
The Wolof examples are from Nussbaum ex aL (1970, 390-1).

More recent work on causative constructions has tended to concentrate 
on their formal properties; see, for instance, Baker (1988  ̂ 147-228) and 
references cited there.
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9 .I  IN TR O D U CTIO N : THE NATURE OF A N IM A CY

The present chapter, the last of those concerned with synchronic study of 
language universals and typology, is somewhat different from its prede
cessors, which were concerned for the most part with the examination of 
some particular construction type or formal phenomenon across a range of 
languages. In this chapter, the unifying theme is rather an extra-linguistic 
conceptual property, namely animacy, and we will be drawing together a 
range of formally quite different ways in which animacy manifests itself in the 
structure of different languages. Thus, whereas in earlier chapters we essen
tially worked from linguistic form towards generalizations, some of which 
have conceptual relevance, the method of the present chapter is largely the 
reverse. However, from another viewpoint, the material of the present chap
ter does fit very closely with that of preceding chapters: we argue that the 
reason why animacy is of linguistic relevance is because essentially the same 
kinds of conceptual distinction are found to be of structural relevance across 
a wide range of languages. Even though our initial intuitions about animacy 
may be non-linguistic -  and this is an advantage, as they can be tested 
independently of linguistic reflections -  consideration of a wide range of 
languages still provides a necessary underpinning to initial speculations or 
generalizations derived from the study of only a small range of languages.

As an initial characterization of animacy, we define it as a hierarchy 
whose main components, from highest to lowest degree of animacy, are : 
human > animal > inanimate, although, as we shall see, some languages in 
fact make use of less fine distinctions (e.g. human versus non-human, 
animate versus inanimate), or of finer distinctions. (Throughout, we use 
the term animal in its ordinary-language, as opposed to biological, sense, 
excluding humans.) Although most of our data will be from synchronic 
analysis of various languages, there is also comparable data from dia-
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chronic linguistics of animacy being relevant in language change, as we 
will note in several places in passing. This is particularly important in that 
animacy can be a relevant parameter in language change even where it is 
not particularly salient in the synchronic state of the language prior to the 
change, thus suggesting that animacy is a universal conceptual category 
that exists independently of its realization in any particular language. The 
discussion of Slavonic data below will be particularly relevant here, since 
the sudden emergence of animacy as a major parameter determining the 
case marking of direct objects is a radical innovation within this branch of 
Indo-European.

Although we use animacy as the cover-term for the material discussed in 
this chapter, and although the parameter with which we are concerned is 
clearly very closely connected with animacy in its literal sense, some of the 
particular examples discussed will require a slight extension of our notion 
of animacy in the narrow sense. In chapter 6, we introduced one structural 
area where animacy is relevant in many languages, namely case marking of 
A and P in transitive constructions, noting in particular that the existence 
of a separate accusative case frequently correlates with higher degree of 
animacy. However, some of the specific distinctions require us to go 
beyond this. For instance, it is frequent for first and second person pro
nouns to be treated as more ‘ animate1 by this case marking criterion, 
although in a literal sense the first person pronoun / is no more animate 
than the common noun phrase the author of this book. Likewise, some 
languages treat proper names as being 4 higher in animacy * than common 
noun phrases, although again strictly speaking there is no difference in 
literal animacy between William Shakespeare and the author of 4 Hamlet \ 
For the body of the present chapter, we will simply leave this problem 
unresolved, to return to it in section 9.4, where we will offer some sugges
tions for a more accurate characterization of the hierarchy involved. T o 
look ahead somewhat, we will suggest that in fact several different hier
archies are probably involved, although there is so much overlap between 
them that the similarities far outweigh the dissimilarities.

As has already been suggested in our discussion in chapter 6, for case 
marking, and indeed many other linguistic reflections of animacy, animacy 
interacts with other parameters, rather than being relevant entirely on its 
own, in many languages, so that a single phenomenon in a given language 
(e.g. the use of the postposition ko in Hindi) may require reference to both 
animacy and, for instance, definiteness, or topicality. This is one of the 
areas to which we will return in section 9.4. In section 3.1, we introduced 
the notion of control in our discussion of semantic roles. As indicated 
there, it is important to distinguish between animacy, which is an inherent 
property of noun phrases, and control, which is a relation contracted be
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tween a noun phrase and its predicate. In the present chapter we are 
concerned solely with animacy. Although there are some instances of inter
action between animacy and control in formal properties of language -  for 
instance* in Tsova-Tush (examples (i)-C2) ° f  chapter 3), an ergative 
intransitive subject is possible only when that noun phrase is high in 
animacy (first or second person) and high in control -  these seem to be 
relatively rare, and arc not directly relevant to the discussion of the present 
chaptcr.

Another parameter which can, however, be relevant in the more general 
consideration of animacy and to which we will work in section 9.4 is that of 
semantic roles which are fixed as between noun phrase and predicate* as 
opposed to those like control which are subject to a continuum of in
terpretation. Thus we find many languages, some of them documented 
below, where the operation of verb agreement, or the interpretation of 
potentially ambiguous sentences, is determined by the degree of animacy 
normally assigned to a given grammatical relation, so that agreement is 
taken tó be preferentially with an indirect object rather than with a direct 
object, preferentially with a benefactive rather than with an indirect object. 
For the moment we simply register the existence of such cases.

Finally, before turning to consideration of the data themselves, we 
should note that the correlation between the linguistic phenomena we are 
to discuss and the concept of animacy is very close, much closer than with 
many universal tendencies, but still it is not an absolute universal, so we 
must not be surprised to find individual examples in individual languages 
that go against the general trend. In many languages, even where a distinc
tion correlates highly with animacy, there is random distribution of some 
items between the more animate and less animate classes, as in the distri
bution of inanimate nouns in Latin among masculine, feminine (the typi
cally animate classes), and neuter (almost exclusively inanimate). We may 
find splits within noun phrases of a given degree of animacy that clearly are 
not themselves determined by animacy, as when, in Warungu, the special 
accusative case may be used optionally with personal proper names and kin 
terms, but only if they end in a vowel. And finally, we will find straightfor
ward exceptions, where an item behaves quite unlike noun phrases adjac
ent to it in the hierarchy. In English, the second person pronoun you has 
no nominative/accusative distinction, though this distinction is character
istic of high animacy noun phrases (cf. I -  me)> and is found lower down 
the hierarchy, with third person pronouns (he -  him> and even they -  them, 
which can have inanimate reference); having distinct singular and plural 
forms is again a characteristic of noun phrases with high animacy in 
languages that have a split, but English you is again exceptional, although 
even inanimate nouns have the distinction.
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One parameter which, in this regard, participates in a rather ambivalent 
interaction with animacy is number. We are not prepared to make any 
generalization as to whether number raises or lowers the animacy of a noun 
phrase  ̂ even in the wider sense of section 9.4, and certainly there is a fair 
amount of evidence where number is relevant in either direction, suggest
ing that over all it is randomly, rather than significantly, relevant. Within 
Slavonic languages, for instance, one finds some languages, like Russian, 
where plurality increases the likelihood of a noun phrase taking the special 
animate accusative ending (cf. nominative-accusative singular mat'
* mother *> nominative plural materi, accusative plural tnaterej)b but also 
languages like Polish, where plurality decreases the likelihood of a noun 
phrase taking the special animate accusative ending (cf. nominative singu
lar pies ‘ dog \ accusative singularpsa> nominative-accusative plural psy).

9.2 P H E N O M E N A  C O N T R O L L E D  B Y A N IM A C Y

In morphology -  whether one is talking literally about the actual forms of 
noun phrases, or including more generally alternative forms that can be 
used in a given construction -  animacy seems to be one of the main par
ameters determining a split in the morphological system: examples will be 
cited in the detailed discussion below. Since in many instances the par
ticular oppositions found seem to have no inherent connection with ani
macy, for example in that there is no reason why in Finnish hän should be 
the pronoun to refer to humans and se the pronoun to refer to non-humans, 
rather than vice versa, we might refer to these as arbitrary structural corre
lations of animacy. The fact that such arbitrary correlations are so wide
spread across languages is good testimony to the salience of animacy as a 
conceptual distinction, forming the basis of classifications even where 
there is no reason, other than its general salience, why it should.

With this we may contrast instances of splits where there docs seem to 
be some motivation for having animacy as the factor controlling the split. 
For instance, in chapter 6 we saw that there is a relatively small number of 
recurrent parameters that control split case marking of subjects and direct 
objects, especially the latter, and that animacy is one of these; moreover, 
we provided an explanation, involving the nature of animacy, as to why the 
split should occur precisely the way round that it does. It is not just that 
animacy determines whether or not there is a special accusative case, but 
rather that a high degree of animacy determines that there will be a separ
ate accusative case, never that this opposition will be lacking. In the de
tailed discussion of this section, we will examine a number of areas where 
animacy is relevant either as an arbitrary controller or as a motivated 
controller of a range of distinctions. The classification at the present time
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is necessarily provisional, since it may well be that with some example that 
at present seems arbitrary, it will in due course be possible to provide an 
explanation as to why the distribution should be the way that it is rather 
than the reverse. There are also some instances where a motivated corre
lation may be expected, but where we lack sufficient cross-linguistic ma
terial to justify this suspicion, to show that we do not have an accidental 
apparent motivation. One example would be the alternation between the 
dative and locative cases to express the P in Yidiny in the antipassive 
construction, where the dative is used with noun phrases of higher ani
macy, which may correlate with the greater tendency for animate noun 
phrases to stand in the dative (the case of recipients) than in the locative 
(the case of locations) in general. For the moment, we leave this open.

Since we have already introduced case marking, both in this chapter and 
earlier in chapter 6, we may briefly dispose of our discussion of it in this 
chapter before passing on to other areas. Some of the clearest evidence 
comes from Australian languages, especially with case marking of P of the 
transitive construction, where we find languages that have separate accus
atives only for first and second person pronouns (e.g. Dyirbal), only for 
pronouns and proper names and kin terms (e.g. Gumbainggir), only for 
human noun phrases (e.g. Arabana), only for animate noun phrases (e.g. 
Thargari), as well as languages that have no accusative (e.g. Yalarnnga) 
and accusative for all Ps (e.g. Wanggumara). But although the Australian 
data are so clear, it should not be forgotten that languages in other parts of 
the world provide equally impressive evidence in favour of some or all of 
these cut-off points, as well as continua of case marking correlating with 
degrees of animacy. In Slavonic languages, for instance, either the distinc
tion between human and non-human or that between animate and inani
mate is relevant to the existence or not of a special, genitive-like accusative 
(often in conjunction with other parameters, some of which, like number 
and declension class, are not directly linked to the animacy hierarchy). In 
Hindi, the use or non-use of the postposition ko correlates with the degree 
of animacy (and also of definiteness), though with no clear cut-off point 
between human and non-human.

Continuing with noun phrase morphology, another opposition that cor
relates closely with animacy is the existence versus non-existence of a 
number distinction, the split invariably being that noun phrases higher in 
animacy have the distinction while those lower in animacy do not. This 
seems therefore to be a motivated correlation, perhaps reflecting greater 
human concern with entities of higher animacy as individuals, therefore 
countable, while entities of lower animacy are more readily perceived as an 
indeterminate mass. In Chukchi, personal pronouns, proper names, and 
certain kin terms have an obligatory singular-plural number opposition
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(the plural of a proper name has the meaning ‘ X and his associates’); 
non -human nouns have no number distinction in the oblique cases (i.e. 
other than the absolutive, where all noun phrases distinguish singular and 
plural); other human noun phrases usually show no number distinction in 
the oblique cases, but they may do so optionally, i.e. they are intermediate 
between the first and second classes mentioned. In Mandarin Chinese, the 
personal pronouns ncccssarily show an opposition of number (e.g. wo ‘ I ’* 
women 4 we \ là 4 he* she \ lämen 4 they ’), while most other noun phrases do 
not, although some human noun phrases may (e.g. p'engyou 1 friend(s) 
pengyoumen 1 friendsJ). In many Austronesian languages, pronouns show 
number distinctions regularly, often with distinct duals (and occasionally 
trials) in addition to singular versus plural, whereas most noun phrases do 
not; within the noun phrases* a small number usually do show number, 
typically kin terms, and rarely if ever non-human nouns.

Although we are, for the moment, concerned primarily with noun 
phrase morphology, in connection with number distinction we may note in 
passing that a number of languages use singular verbs in agreement with 
plural noun phrases that are low in animacy* but plural agreement when 
the noun phrase is of high animacy* e.g. Ancient Greek, Persian, Georgian.

Several other specific case choices in languages are determined by the 
animacy hierarchy, although here it is not always obvious that any non- 
arbitrary correlation is involved. A particularly interesting set of oppo
sitions is found in Chukchi, where there are three possible morphological 
encodings for the A of a transitive verb. The A form is always distinct from 
that for S or P, so the case marking system is consistently ergative- 
absolutive. With personal pronouns, there is a separate ergative case dis
tinct from all other case forms* with the ending -nan> e.g. yam-nan ‘ I \ For 
proper names and certain kin terms obligatorily* and for other human 
nouns optionally (and rarely* especially in the singular), the locative is 
used* with the ending -ne in the singular and -rak in the plural (where -r is 
the plural ending and the locative), e.g. rinia-ne 1 Rintyn \ All other 
noun phrases use the instrumental, with the ending -(t)e> e.g. riquke-te 
‘ ermine \ It will be noted that the distinction here follows exactly the same 
partition as number marking, mentioned above.

In Chukchi, this choice of different forms has rigid cut-off points* apart 
from the possibility of using either system with common human nouns. In 
Yidiny* however, one finds rather a continuum in the choice between 
dative and locative as the case to encode the P in the antipassive construc
tion. Noun phrases with human reference must stand in the dative* but for 
all non-human noun phrases either the dative or the locative is possible, 
though with preference for the dative with noun phrases of higher ani
macy* and strong preference for the locative with noun phrases of very low 
animacy (e.g. stones).
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More generally, in noun phrase morphology, one often finds different 
declension types, or different choices of items, correlating with degree of 
animacy. We have already noted that Finnish ha9 different pronouns for 
human and non-human referents in the third person, hum ántól ‘ he, she.*, 
non-human se ‘ it*, plural human key non-human ne ‘ they \ In fact, only 
the human forms are genuinely personal pronouns, the non-human forms 
being demonstratives, a pattern found quite frequently across languages. 
English, of course, has a similar distinction, though with the added dimen
sion of a gender distinction within human, in the singular he> she> it distinc
tion. English likewise distinguishes human who from non-human what as 
interrogative pronouns, while Russian distinguishes animate kio (which 
thus includes animals) from inanimate cto. In Yidiny* as elsewhere in this 
language, we find a continuum of choice between two forms rather than an 
absolute cut-off point: with humans, one set of demonstratives, e.g. 
rjurftiPu- 1 that \ must be used, while for other noun phrases one may use 
either set, e.g. r}unyd*u- or yuygu- * that’, although the former is preferred 
the higher the degree of animacy of the noun phrase in question.

Turning now from noun phrase morphology to verb agreement, we find 
a common, motivated pattern across a wide range of languages : agreement 
is often carried out in such a way that the verb agrees with noun phrases 
higher in animacy, and fails to agree with those lower in animacy, even 
where this overrides, in particular cases or in general, grammatical re
lations, the usual determiners of agreement cross-Iinguistically. Above, we 
have already mentioned the failure of plural inanimate noun phrases to 
trigger plural verb agreement in a number of languages, and the present 
discussion can be considered an extension, albeit a considerable extension, 
o f this observation. We return, in section 9.4, to possible explanations for 
this particular distribution.

In Tangut, verb agreement is optional, and can only be with a first or 
second person noun phrase. Where a transitive construction contains one 
first or second person argument only, then the agreement is with this noun 
phrase, irrespective of its grammatical relation. Grammatical relations 
become relevant only when there are two noun phrases of the first or 
second person, in which case agreement is in fact with the P rather than 
with the A. This illustrates one of the simplest kinds of system where 
hierarchical relation among noun phrases is more important than gram
matical relations.

A more restricted, but equally clear, example is found in Chukchi. In 
Chukchi, in most tense-aspects, a transitive verb agrees with its A and P 
(which latter in Chuckchi includes the patient, rather than the recipient, of 
a ditransitive verb). With ditransitive verbs, however, the situation is 
slightly more complex than this, but only with the one verb ya/- ‘give’ . If
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both patient and recipient are in the third person, then the usual P 
agreement rule with the patient applies, as in id-yol-\?an srak "I gave it to 
them’, where the verb shows first person singular A and third person 
singular P agreement, and the dative pronoun is third person plural* or 
to-yzl-nai awafe ‘I gave them to him’, where the verb agreement shows a first 
person singular A and a third person plural P, and the dative pronoun is 
third person singular. If, however, the recipient is first or second, then P 
agreement must be with that recipient rather than with the patient, as in 
na-y$l-\3m ‘they gave it/them to me’ (P agreement as with first person 
singular), ta-yd-isk ‘ I gave it/them to you-alF (P agreement as with second 
person plural). Two further points should be noted in connection with 
these Chukchi examples. First, although agreement is with the recipient if 
first or second person-, the appropriate noun phrase, if expressed  ̂ r emains 
in the dative case, rather than being in the absolutive, the usual case for a P 
-  the verb ysl- seems to be the only verb that allows P agreement with a 
noun phrase not in the absolutive. Secondly, in Chukchi it is impossible to 
have first or second person patients with the verb yol-> so the question of 
what to do when both patient and recipient are non-third person does not 
arise.

In the examples of verb agreement looked at so far, the hierarchy of 
animacy (actually, non-third person versus third person) has overridden 
grammatical relations. Some languages, however* manage 1:0 retain both a 
rule stating agreement in terms of grammatical relations and have agree
ment preferentially with the noun phrase of higher animacy, by using voice 
distinctions 1:0 bring the appropriate noun phrase into a position where it 
can trigger agreement. In Chukchi, for instance, verb agreement in the 
so-called Present-II tense is on an ergative-absolutive basis, agreement 
being with S or P only. However, agreement is also with the highest of A or 
P on the person hierarchy 1, 2 > 3. When A is in fact higher than P, this 
necessitates application of the antipassive, with the prefix ine-> so that 
agreement can be with a derived S. Compare nz-lîu-muri ‘ he/they see(s) 
us * with n-ine-lfu-muri 4 we see them with first person plural agreement 
suffix -muri in both cases.

Related to the above-mentioned phenomenon of using voice so that a 
noun phrase can trigger agreement without violating correlations between 
agreement and grammatical relations is a more general phenomenon, 
found in some languages, whereby voice must be used to bring a noun 
phrase higher in animacy into subject position -  irrespective of agreement 
possibilities. A neat illustration of this is provided by Southern Tiwa, 
again in the distinction between non-third and third person. In a transitive 
construction, if the A is first or second person, and thus higher than or 
equal to the P in animacy, the active construction must be used, in which
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case the initial agreement prefix on the verb will encode both A and P (in a 
fused form) :

Bey -mu-ban. (i)
2SINGULAR“  I SINGULAR see PAST 

‘ You saw me.’

If, however, the P is higher in animacy than the A, i.e. the A is third person 
and the P is first or second person, then the P must be made subject by the 
application of passive; since the construction is now passive, agreement is 
with the S (original P) only :

Seuanide-ba le -mu -ehe -ban. (2)

man i n s t r u m e n t a l  i s i n g u l a r  see p a s s iv e  p a s t  

‘ The man saw m e’, literally: ‘ I was seen by the man.*

Where both A and P are third person, either active or passive may be used. 
Although the voice alternation does have repercussions for agreement, in 
that there is no agreement with the A in the passive construction, there is 
clearly no sense in which agreement can be seen as the sole motivation for the 
alternation, given that in the active there is agreement with both A and P in 
the fused prefix.

In Navaho, the passive voice, with the prefix hi- rather than^yi-, is used 
whenever the P outranks the A in animacy, and is optional when they are of 
equal animacy; only the yi- form can be used when the A is of greater 
animacy than the P :

Dine ’ashkii y-oo\ (3)
man boy sec

'Ashkii dine b-00'í. (4)
boy man sec
‘ The man sees the boy.’

Az'ééd nimasi yi'diitid. N (5)

girl potato burnt 
c The girl burnt the potato.’

At'eed nimasi bi-diiiid. (6)
girl potato burnt 
‘ The potato burnt the girl.’

Most of the clear examples of verb agreement conditioned by animacy 
given above in fact involved the distinction between non-third and third
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persons* rather than animacy in the strict sense, except for the observation 
that plural verb agreement occurs only with animate noun phrases in some 
languages. Just to demonstrate that other animacy distinctions can be in
volved in verb agreement, we may cite some data on verb object agreement 
in the ergative construction in Eshtehardi. The agreement system dis
tinguishes two genders (masculine, feminine) and two numbers (singular, 
plural), with masculine and singular being unmarked. At least for the older 
generation of speakers, the gender distinction is quite consistently main
tained where the direct object is animate, but is not maintained elsewhere. 
In the following examples, the object noun ash c horse * is masculine, while 
mädiuna * mare * and siva * apple ’ are feminine :

Asb aräsi -es* (7)
h o r se  galloped-M A SC U L in e  he-ERGATrvE 

‘ H e  g a llo p e d  a h o r s e .’

Mädiuna aräha -s. (8)
m a re  g a l lo p e d  - f e m in  in e  he-ERGATiVE 

‘ H e  g a llo p e d  a m a re /

Hasan-e siva -s bexârd. (9)
Hasan e r g a t iv e  a p p le  he-ERGATiVE ate-MASCULiNE

* Hasan a te  an apple/

As regards number, agreement is again found only with animate direct 
objects, but only sporadically even there. Diachrontcally, this represents 
the interesting phenomenon of the loss of agreement being conditioned by 
the animacy hierarchy.

9.3 CONCEPTUAL AN IM ACY DISTIN CTIO N S

So far, we have looked at various linguistic manifestations of animacy, and 
now it is time, true to our aim of finding correlations between linguistic 
and extra-linguistic parameters, to see what generalizations these linguistic 
data give about the nature of animacy. On the one hand, since we have 
already observed that there are instances where we have arbitrary excep
tions to structural animacy correlations (as with English you)y we shall 
disregard such exceptions from consideration in setting up the animacy 
hierarchy -  though clearly, if a putative exception were to recur in a suf
ficiently large number of unrelated languages, this would suggest that it is 
not an exception and would cause us to modify the hierarchy accordingly. 
On the other hand, in order for a distinction on the animacy hierarchy to 
be made, it must be shown to be relevant in at least one (and preferably
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m o rc  th a n  o n e) la n g u a g e , in  a d d it io n  to  b e in g  c o n c e p tu a lly  v a lid . D is t in c 

tio n s  w h ic h  h a v e  b een  illu s tra te d  in  th e  im m e d ia te ly  p re c e d in g  d is cu s s io n  

o f  se c tio n  9 .2  w ill n o t be illu s tra te d  a g a in , th o u g h  e x a m p le s  w ill  be  c ite d  

fo r  o th e r  d istin ctio n s*  e sp e c ia lly  f in e r  d is t in c tio n s  w ith in  so m e  o f  th ese  

c la sse s .

One of the clearest distinctions, illustrated several times above and in 
chapter 6* is that between* on the one hand, first and second person 
(spccch act participants), and third person* and this will turn out to be 
significant in section 9.4: although the speech act participants are necess
arily high in animacy, because human, they are no more animate, in the 
literal sense, than arc other noun phrases with human reference, yet their 
behaviour is differentiated. Another similar distinction that is found in 
many languages* and which is even more difficult to relate directly to 
animacy in its literal sense, is that between all pronouns on the one hand 
and non-pronouns on the other. This means, in effect, that a pronoun 
whose referent is low in animacy is actually placed higher than a noun 
phrase whose referent is high in animacy. One illustration of this was given 
above for Chukchi, where one class of noun phrases consists of all pro
nouns, irrespective of animacy in the literal sense. An even clearer example 
is provided by some Slavonic languages, in particular Russian, in which 
the special genitive-like accusative is used for all pronouns* including the 
third person singular neuter pronoun, whose referent will hardly ever be 
animate, and which replaces a neuter singular noun phrase which can 
never take the genitive-like accusative, cf. ja  otkryl okno (accus
ative = nominative) 41 opened the window5 and ja otkryl ego (accus
ative = genitive) ‘ I opened it \

This last example, with the distinction being between pronouns and 
non-pronouns, also illustrates another point that will become relevant in 
section 9.4: the hierarchy, even as established in purely linguistic terms, is 
not a single linear parameter on which all individual noun phrases can be 
arranged. The pronoun/non-pronoun opposition in fact cross-cuts the 
human/non-human or animate/inanimate opposition.

A  common linguistic reflection of animacy is a distinction between 
human and non-human, already illustrated several times above. In addi
tion to this straightforward dichotomy, one also finds many languages 
where there is a division within human noun phrases (apart from any 
possible distinction involving pronouns). One common way for this dis
tinction to work is for proper names and/or (certain) kin terms to be treated 
as higher in animacy than all other human nouns: individual examples 
were cited in section 9.2. Again, the referents of such noun phrases are not 
inherently more animate, in the literal sense, than those of common nouns, 
indeed frequently the same human being can be referred to either by a
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proper name/kin term or by a common noun. Chukchi actually makes an 
even finer distinction here : only kin terms expressing kinship relations to 
the speaker, and1 then only those referring to kin older than the speaker, are 
treated as being higher in animacy. In some instances with proper names, 
wc again find cross-cutting of different features that are relevant in this 
area, so that, for instance, proper names referring to animals may raise 
such noun phrases on the hierarchy to be equal to or even higher than 
common nouns referring to humans. In Chukchi, proper names of reindeer 
behave like proper names of people, i.e. obligatorily show a number dis
tinction and have a locative-like ergative, even though common nouns 
referring to humans rarely have these properties and common nouns re
ferring to reindeer never do.

Another parameter which is sometimes found discriminating among 
human noun phrases is sex, the clearest examples known to us being from 
Slavonic languages, where male nouns often have the special genitive-like 
accusative where female nouns do not. In some instances, this has a func
tional explanation independent of the hierarchy, because in the singular 
most feminine nouns have an inherited accusative distinct from the nomi
native, and therefore do not require the separate genitive-like form. In the 
plural, however, feminine nominative and accusative have been identical 
since Proto-Slavonic, so here this explanation does not hold. Yet still one 
finds in, for instance, Polish that the genitive-like accusative is found for 
male human plural noun phrases* e.g. widziaiem chlopców ‘ I saw the boys ', 
whereas female human plural noun phrases have the same form as the 
nominative, e.g. widziaiem dziewczyny 11 saw the girls \ In looking back to 
the emergence of the genitive-like accusative in Slavonic languages, it 
seems that an even more rigorous socially-based distinction existed in the 
early period, namely that the new form was used only for male, adult, 
freeborn, healthy humans, i.e. not for women, children, slaves* or cripples. 
While the treatment of children as lower in animacy than adults is found in 
several languages, this particularly restrictive reflection of high animacy is 
not one that we find widespread. (In early Slavonic, the names of superna
tural beings were also treated as non-human, for whatever reason.)

Above, we also gave examples of the straightforward distinction between 
animate and inanimate noun phrases, but within the over-all class of ani
mals we again find that some languages make finer distinctions. In some 
instances, these distinctions seem to be clear-cut, as in Ritharngu, where 
the special accusative pronominal affix is used for humans and higher 
animals, such as dogs and kangaroos, while this affix is not used for lower 
animals, such as insects and fish, and inanimates. In Yidiny, as discussed 
above, instead of there being a clear-cut distinction with animals, there is 
rather a continuum, with higher animals being treated as animate more



ANI MACY 197

often than lower animals, although without any absolute restriction against 
the more or less animate alternative with any particular animals. With 
many pairs of animals the distinction is clear, as between most mammais 
and insects, although for animals that are conceptually close in terms of 
animacy it might be difficult or impossible to rank them on the hierarchy. 
Although some animal names occur frequently in lists of higher animals in 
terms of animacy, such as dog, we are not aware of any detailed cross- 
language study that has been done on this subject.

Finally, we come to inanimates. Most languages seem to leave this as an 
undifferentiated class, or, if there is any internal distinction, these distinc
tions tend to be arbitrary (as far as we can see), as in the distribution of 
inanimate nouns among the three genders in the older Indo-European 
languages. However, there is one language where a very clear hierarchy of 
inanimate noun phrases has been found, and that is Navaho. In Navaho, 
inanimate entities that are capable of spontaneous motion are classified 
higher than other inanimates, the former including, for instance, wind, 
rain, running water, lightning. As noted above, when two noun phrases are 
almost equal in animacy, either the yi- or the bi- prefix verb form can be 
used; if we take the example ‘ the lightning killed the horse’, then Might- 
ning ’ and ‘ horse * are considered sufficiently close to permit both variants, 
whereas with ‘ old age killed my horse*, only the bi- version is possible, 
signalling a P higher in animacy than the A :

7 f n f  l\£ yi-yiisx{. (10)
lightning horse killed

'ipni* bi-isx[. (11)
'Lightning killed the horse.’

S h i ^  sq bi-isxL (12)
my horse old-age killed
'O ld age killed my horse.5

9.4 c o n c l u s i o n s : t h e  n a t u r e  o f  a n i m a c y

Much of the discussion of this chapter has made it clear that animacy in its 
literal sense, i.e. a parameter extending from human through animal to 
inanimate, cannot be the entire framework within which our discussion 
must be carried on. Many of the relevant distinctions, such as between 
pronoun and non-pronoun, proper name and common noun* are clearly
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not direct reflections of animacy in its literal sense. In this concluding 
section, we will attempt -  perhaps not too definitively -  to give some 
indication of just what is involved as the conceptual background to the 
phenomena we have been discussing. Clearly, in many instances, animacy 
in the literal sense does give us a close approximation to the ranking of 
noun phrases that we find justified on structural grounds, so that it may 
well be the case that animacy in the literal sense will remain part of our 
over-all conceptual schema, rather than being subsumed into some other 
parameter of which it would be a special case.

We already know, for instance from the discussion of case marking in 
chapter 6, that it is quite frequent for a given phenomenon to be con
ditioned by more than one logically independent parameter, as with the 
combined effect of animacy and definiteness, so it should again not be 
surprising if this should turn out to be the case with what we have hitherto 
been calling animacy. In the following reflections, we will consider various 
alternatives to animacy in the strict sense, noting the strengths and 
weaknesses of each.

One suggestion might be that the hierarchy in question is not one of 
animacy but rather one of topic-worthiness. Assuming that we have inde
pendent evidence, for instance from analysis of discourse structure, of 
which noun phrases are more likely to occur as topics, then we can go on to 
ask whether this correlates closely with the animacy hierarchy as we have 
been presenting it. The result is a very high degree of correlation indeed. 
Agreement is almost complete, and can even be carried further in certain 
instances, for instance in assigning degrees of topic-worthiness to individ
ual grammatical relations and semantic roles, as was suggested in section 
9.1. However, there is one major problem for the identification of topic- 
worthiness and the animacy hierarchy, and this concerns the relation be
tween first and second person pronouns. As presented above, there is no 
distinction between first and second person within the animacy hierarchy, 
and indeed this lack of distinction seems tobe borne out by the data: if we 
look, for instance, at the rich array of data on case marking provided by 
Australian languages, then we find some languages where first person 
functions as if above second person, some languages with the opposite, and 
some languages where both are equal. Yet work on topic-worthiness sug
gests strongly that first person is more natural as a topic than second 
person, or more generally that selection of topics is egocentric. Thus topic- 
worthiness makes a distinction that is not justified in discussing linguistic 
reflections of animacy.

There is a second problem with treating topic-worthiness as the primi
tive underlying the animacy hierarchy. With animacy in its literal sense, 
we have extra-linguistic and even extra-conceptual evidence -  i.e. seien-
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tific knowledge independent, by and large, of particular linguistic or cul
tural biases -  in assigning degrees of animacy to individual entities. With 
degrees of topicworthiness, however, we have no such independent charac
terization, and so the question naturally arises : what is the basis of topic- 
worthiness? The danger here is of answering this question circularly, by 
citing as the bases of topic-worthiness precisely those parameters which 
are included in the animacy hierarchy. Thus it seems at least as likely that 
topic-worthiness is determined by the conceptual basis of the animacy 
hierarchy as vice versa.

A second possibility would be to try and reduce the animacy hierarchy to 
a hierarchy of individuation or, what is essentially the same, a hierarchy of 
salience. Salience relates to the way in which certain actants present in a 
situation are seized on by humans as foci of attention, only subsequently 
attention being paid to less salient, less individuated objects. Here we have 
the possibility of carrying out non-linguistically based perceptual tests, so 
in one sense, at least, the danger of vicious circularity is avoided. The 
degree of salience does indeed correlate highly with the degree of animacy 
on the animacy hierarchy, though again there are certain discrepancies. In 
particular, work on salience indicates that singular entities are more salient 
than plural entities, while linguistic reflexes of animacy provide no solid 
justification for transposing this to linguistic animacy : as we noted above, 
plurality sometimes facilitates and sometimes hinders linguistic reflexes of 
animacy.

The problem we found with topic-worthiness also rears its head here 
again, namely that salience is not treated as a primitive in itself, but rather 
as the result of the interaction of a number of factors, such as animacy in 
the strict sense, definiteness, singularity, concreteness, assignability of a 
proper name. Thus explaining the animacy hierarchy in terms of salience 
runs the risk of ultimate circularity when salience is itself explained in 
terms of the various primitives that go to make up the animacy hierarchy»

Our conclusion, then, is that the animacy hierarchy cannot be reduced to 
any single parameter, including animacy itself in its literal sense, but 
rather reflects a natural human interaction among several parameters* 
which include animacy in the strict sense* but also definiteness (perhaps 
the easiest of the other parameters to extricate from animacy), and various 
means of making an entity more individuated -  such as giving it a name of 
its own, and thereby making it also more likely as a topic of conversation. 
The various individual parameters that we have discussed in this chapter 
are often closely related to one another, but there are also individual irre
ducible differences, and the over-all pattem is of a complex intertwining 
rather than of a single, linear hierarchy.
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N O TE S AN D  R E FE R E N C ES

Most of this chapter represents original ideas, which I have not previously 
put together in written form, and most of the references are therefore to 
data sources.

The factors controlling the genitive-like accusative in Slavonic 
languages, in addition to being described in comprehensive grammars of 
the individual languages, are summarized in Comrie (1978c). The Aus
tralian data on case marking are summarized, with references, by Blake 
(i977> I3'~I5)- The various reflections of animacy in Chukchi are drawn 
together in Comrie (1979a). Data on animacy in Yidiny are from Dixon 
(1977) 1 10-12). Verb agreement in Tangut is discussed by Kepping

(1979).
The Southern Tiwa data are from Allen & Frantz (1983). There is a rich 

literature onyi- and bi- in Navaho; ther discussion here relies primarily on 
Frishberg (1972). The data on Eshtehardi are from Yar-Shater (1969, 237, 
239). The Ritharngu data are from Heath (1976,173).

The criteria of individuation are given by Timberlake (1977, 162). The 
hierarchy of topic-worthiness is discussed by Hawkinson 8c Hyman (1974)-
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TYPOLOGICAL AND 
HISTORICAL LINGUISTICS

IO .I D IA C H R O N IC  D IM E N S IO N S  IN U N IV E R S A L S  

AN D  T Y P O L O G Y

If we observe similarities between two languages, then there arc, in principle* 
four reasons why these similarities may exist. First, they could be due to 
chance. Secondly, they could stem from the fact that the two languages are 
genetically related, and have inherited the common property from their 
common ancestor. Thirdly, the two languages could be in areal contact : one 
language could have borrowed the property from the other, or both could 
have borrowed it from some third language, either directly or through the 
mediation of yet other languages. Fourthly, the property could be a language 
universal, either absolute or a tendency. For the linguist who is interested in 
comparative-historical linguistics, it is important to be able to distinguish 
among these four bases of similarity, because only in this way will he be able 
to establish adequately the relationships that hold among languages, so that, 
for instance, he will need to exclude similarities due to borrowing or due to 
universal tendencies in establishing genetic relationship.

Chance is, by definition, impossible to exclude as a potential factor, but we 
will assume that the languages in question show a sufficient range of logically 
independent similarities for the probability of this being due to chance to be 
minimal. This leaves the other three factors. Although historical-comparative 
linguists have generally been very careful, at least in principle, to distinguish 
between similarities due to common genetic origin and those due to borrow
ing, they have often beenmuch less careful in distinguishing between either of 
these, especially common genetic origin, and similarities due to universals. 
One example of this will suffice as an illustration. In proposing the Uralo- 
Altaic family, which would include the Uralic, Turkic, Mongolian, and 
Tungusic families (each of which is in itself a well-established language 
family), early researchers often limited themselves to noting certain general
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structural similarities among languages of these families* for instance: the 
predominance of agglutinating* suffixing morphology* and the strong tend
ency towards verb-final, adjunct-head word order (with adjectives, relative 
clauses, and genitives preceding their head noun* and postpositions rather 
than prepositions). However, as we saw in chapter 4 on word order, there is a 
universal tendency for these parameters, in particular the word order par
ameters* to cooccur, so that the cooccurrence of these parameters within 
these four language families is not sufficient in itself to establish their genetic 
rclatedness. The lesson of this example is that frequently recurring language 
types* whose cohesiveness is guaranteed by universal tendencies, cannot be 
used to establish genetic affiliation of languages.

In section 10.2 below, we return to the question of distinguishing genetic* 
areal* and typological factors* with particular reference to the second of these, 
in our discussion of areal typology.

Another way in which the study of language universals can be of relevance 
to diachronic linguistics is in setting limits to the potential for variation 
among languages. Clearly* if research on language universals suggests that a 
certain language type, though logically possible, is not in fact an actual 
possibility, then any reconstruction that sets up a language of this type as 
ancestor to attested languages must be rejected (or, of course, the universal 
must be rejected). Given the paucity of clearly established absolute univer
sals, it is relatively rarely that this technique can be used in its strongest form, 
and what more frequently happens is as follows. Instead of absolute univer
sals being used* universal tendencies are used in reconstruction* on the as
sumption that the reconstructed language is more likely to resemble one of 
the more frequently occurring types than to resemble some type which occurs 
only extremely rarely among the languages of the world. On this basis* for 
instance, one would be more likely to reconstruct a proto-language as SOV 
than as OVS* although both types are attested. This methodology brings 
with it the great danger that its reliability is only statistical, and the danger is 
particularly great with universal tendencies whose statistical validity is in 
itself relatively low.In section 10.3, we Ttfjll illustrate some uses of this meth
odology, and also some of its dangers.

A more direct way in which one could tie in diachronic considerations to 
the study of language universals would be to look for universals of language 
change. For instance, it seems to be the case that there is only a relatively 
small number of possible diachronic origins for phonemic tone in a tone 
language, such as the influence of glottal properties of adjacent consonants* 
shift of stress (as in Serbo-Croatian), reassignment of syllable structure (as in 
some Scandinavian languages). If such generalizations can be established on 
the basis of a wide range of reliable data, then we can be reasonably sure that 
they can also be extended to the historical study of languages where there is
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no attested historical or comparative evidence for the origin of tone. So far, 
however, there are few, if any, reliable areas where universals of language 
change of this degree of strength have been established» and in section 10.3,2 
we look critically at one suggestion that has been made in this area, con
cerning the possibility of reconstructing word order from morpheme order. 
Indeed, most of the work on reconstruction using results from universals and 
typology has been in the area of word order typology, testifying once again to 
the enormous influence, not always beneficial* that this particular area of 
typology has exercised recently.

In section 10.4* partly in order to end this chapter on a more positive note, 
we look at one area in particular where work from language universals and 
typology has proved useful in diachronic work, namely in providing an 
explanatory framework for diachronic changes involving grammatical 
relations, especially subjects (referring back to some of the material in 
chapter 5).

In discussing universal constraints on language change, there is one quite 
widespread myth that must be exploded, and this is the idea that the type of a 
language, however defined, is something mystical and immutable. This is 
sometimes expressed by saying that, while a language may and will undoubt
edly change, both internally and as the result of contact with other languages, 
yet there are still certain basic aspects of its structure that will remain intact. 
There is undoubtedly no evidence in favour of this assertion, and numerous 
examples that go against it. The history of the English language, for instance  ̂
is a good example of a radical change in both morphological typology (drift 
from synthesis to analysis, with concomitant reduction in the degree of 
fusion), and in word order typology (establishment of subject -  verb -  object 
as virtually the only permitted word order) : in terms of these parameters, it is 
hard to imagine two languages more different from one another than Anglo- 
Saxon and Modern English.

As a second example, this time clearly due to language contact, we may 
consider the introduction of the conjunction ki> borrowed from Persian 
(cf. Persian ke ‘ that *) into Turkish. As we noted in chapter 7* with parti
cular regard to relative clauses, Turkish in general does not have finite 
subordinate clauses, making use instead of various non-finite verb forms 
(verbal nouns, adjectives, and adverbs). Even though finite subordinate 
clauses are thus quite foreign to the basic type of Turkish, Turkish has 
nonetheless borrowed the conjunction ki from Persian and uses this con
junction in various subordinate constructions, competing with the native 
non-finite constructions, such as relative clauses (sentence (1)) and object 
complements (sentence (2)) :
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Bir zamangelecek ki> insanlar httr oiacak. (i)
a time will-come that people free will-be 
"There will come a time when people will be free.*

Herkes bilir ki, dünya yuvarlak -nr. (2)
everyone know that earth round is 
‘ Everyone knows that the earth is round.’

This Turkish construction is an indispensable part of the modern 
language. In many Turkic, Mongolian, Tungusic, Uralic, and Caucasian 
languages of the U SSR which until recently had only non-finite subordi
nate clauses, finite subordinate clauses are being used increasingly under 
the influence of Russian and are even displacing the original constructions 
in some instances- While purists may regret this infiltration, there is 
apparency nothing they can do to stop it.

10.2 A R EA L T Y P O L O G Y

It is well known that when languages come into contact, they tend to borrow 
from one another, the most obvious instances of this being borrowed lexical 
items. However, it sometimes happens that languages are in such intimate 
contact that a wide range of similarities arise between them, often to the 
extent that they seem to share more similarities with one another than with 
languages to which they are genetically more closely related. In this section, 
we will illustrate this phenomenon with two examples, the Balkan sprach- 
bund, and Cushitic influence on the word order of the Semitic language 
Amharic. Where we have a reasonably well-defined group of languages in 
areal contact and sharing a number of common features that are not due to 
common genetic origin, then it is obviously convenient to have a term to refer 
to such a group, just as we have the term language family to refer to a group 
whose similarities are due to common genetic origin. English, unfortunately, 
does not have a convenient, accepted term for such a group, although 
German linguists use the term Sprachbund (literally ‘ language-union *), and 
this is often used as a technical term in Énglish, as in speaking of the Balkan 
sprachbund. In English, one could speak of the Balkan areal type, but it is 
important to bear in mind that what is of interest here is not so much the 
existence of a certain type, but rather of a geographically definable group of 
languages that share this type : it is conceivable that one might discover some 
language elsewhfere in the world that, by chance, shared the characteristics of 
the Balkan sprachbund ; this language would adhere to the Balkan areal type, 
but would not be a member of the Balkan sprachbund. For these reasons, we 
retain the term sprachbund here.

Perhaps the initial impetus to areal typology came from the realization
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that languages spoken in the Balkan area, in particular Modern Greek, 
Bulgarian-Macedonian, Albanian, and Romanian, have a number of fea
tures in common which they do not share with other languages to which they 
are more closely related genetically, thus suggesting for the first time that 
there can be a reasonably well-defined geographically intact grouping of 
languages that have features in common that are not the result of common 
genetic origin, that are sufficiently unusual not to be the result of chance, and 
(though this wc say with hindsight) that are sufficiently unusual typologically 
not to be a reflection of language universals.

The five languages mentioned above form the core of the Balkan sprach
bund. Bulgarian and Macedonian are Slavonic languages, very close to one 
another, and we shall therefore often use the designation Bulgarian- 
Macedonian to refer to features common to both; exemplification here is 
from Bulgarian. The unravelling of genctic and areal factors in the case of 
Bulgarian-Macedonian is facilitated by the existence of the other Slavonic 
languages, and by the fact that we have texts in a Slavonic language. Old 
Church Slavonic, based on a dialect of the Bulgarian-Macedonian area from 
the end of the first millennium AD. Greek forms an independent branch of 
the Indo-European family, but given the existence of the widespread literary 
attestation of Ancient Greek, we can note those Balkan areal features of 
Modern Greek that are not found in the ancient language. Romanian is a 
Romance language, so we can compare it genetically with Latin and with the 
other attested Romance languages. Only for Albanian, another independent 
branch of Indo-European, do wc lack any close basis for comparison, so that 
with Albanian we are not strictly in a position to determine which features 
are inherited or original innovations and which are due to contact with other 
Balkan languages. In Albanian there is, however* a major dialect split be
tween the Geg (northern) and Tosk (southern) dialects, the former being 
somewhat less typically Balkan than the latter, so there is some basis for 
comparison. Some characteristics of the Balkan sprachbund also extend 
beyond this group of five languages, in particular to the Slavonic language 
Serbo-Croatian, especially in its Serbian (eastern) variety. All of the 
languages within the Balkan sprachbund are Indo-European, but they 
belong 10 different branches of Indo-European. Since, for most of these 
branches, we have historical and comparative evidence from other languages 
not within the Balkan sprachbund, wc can establish that, indeed, we are 
dealing with similarities that exist within a group of languages that are in 
areal contact and which are not inherited from their common ancestor.

The Balkan languages share a number of features in common, including a 
wide range of lexical items, but for present purposes we will concentrate on a 
number of morphological and syntactic features, namely (a) the syncretism of 
genitive and dative cases, (b) the postposed article, and (c) the loss of the 
infinitive»
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In each of the languages within the Balkan sprachbund (but not Serbo- 
Croatian]* the same form is used to indicate both the indirect object (dative) 
of a verb and the possessor (genitive) within a noun phrase. Thus in 
Romanian, both the genitive and dative of fatâ ÉgirP art fete* In Albanian* 
ium ‘river* has genitive-dative lumi. The adherence of Bulgarian- 
Macedonian to this type is particularly interesting. Whereas the other 
languages have case suffixes on a fusional basis, as in the older Indo- 
European languages* Bulgarian and Macedonian* uniquely among Slavonic 
languages, have replaced their case system by analytic means* in particular 
prepositions. However* the same preposition na (original Slavonic mean
ing: ‘on* onto’) is used in both dative and genitive functions, e.g. na 
bailgarija 'to/or Bulgaria’. In Modern Greek, it is possible to use one form, 
etymologically deriving from the Ancient Greek genitive, in both func
tions* e.g. tu andrópu ‘of/to the man1* although in indirect object function 
one can also use a distinct form, with the preposition $(e)y i.e. s-ton ànOropo 
‘to the man' (this preposition requires the accusative case).

The postposed definite article is found in each language of the Balkan 
sprachbund in the narrow sense except Modem Greek, which, like the 
ancient language* has a preposed definite article, e.g. o ánQropos * the man \ 
In Bulgarian, we find maz ‘ man *, mdz-dt * the man \ In Albanian* we have 
lum ‘ river !um-i1 the river ’ (homophonous with the unarticled genitive- 
dative singular; for clearer comparison* note that the articled genitive- 
dative is lwni-t). In Romanian, we have cm * man otn-ul ‘ the man*. 
Serbo-Croatian again fails to share this phenomenon.

But perhaps the most striking phenomenon from the viewpoint of most 
Indo-European languages of Europe, is the complete or widespread loss of 
the infinitive in the Balkan languages* as can be seen from the translation 
of ‘ give me (something) to drink *: Romanian dâ-mi sà beau> Bulgarian daj 
mi da pija> Albanian (Tosk) a-m'é të piy Modem Greek dós mu napjó» The 
literal translation of each of these is ‘ give (to-)me that I-drink*, i.e. in 
place of the infinitive we have a finite subordinate clause introduced by a 
conjunction. Loss of the infinitive is most thorough-going in Modem 
Greek* and almost as complete in Bulgarian-Macedonian.In Romanian* 
there is one verb, a putea 4 to be able’* which can still take the infinitive* 
though even here the alternative construction is more usual* giving rise to 
the alternants pot bea and pot sä beau ‘ I can drink’. In Albanian, the Tosk 
dialects prefer finite subordinate clauses, while the Geg dialects prefer the 
infinitive, so that for ‘ if we wish to tell the truth \ the Tosk would say po te 
duajm neve të themi (f i n it e ) të vértetén> the Geg would say medaihiè na me 
thane (i n f i n i t i v e ) të verteién. A similar distribution is found in Serbo- 
Croatian* where the eastern, Serbian* variety prefers the subordinate 
clause variant ielim da idem, literally ‘I-want that I-go*, while the western, 
Croatian, variety prefers the infinitive variant, éelim ici ‘I want to go’ .
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These language-internal splits have a historical basis, eastern Yugoslavia 
iind southern Albania being more closely linked culturally and historically 
to the Balkans than western Yugoslavia and northern Albania (for instance, 
eastern Yugoslavia is largely Orthodox in traditional religion, southern 
Albania is largely Muslim, while western Yugoslavias and northern 
Albania are largely Roman Catholic).

The introduction of the historical dimension in the last paragraph 
should remind us that the Balkan sprachbund, and indeed any other 
sprachbund, should not be regarded as something mystical which any 
language placed in the Balkans necessarily breathes in with the air: rather, 
these similarities do, presumably, have a historical basis, even if we are not 
at present able to ascertain this historical basis in all instances.The absence 
of historical documentation of Albanian is particularly unfortunate here, 
since it at least leaves open the possibility of attributing all Balkanisms to 
Albanian (explaining the unknown through the unknown). However, at 
least as a total solution, this suggestion can be rejected: it fails to account 
for the loss of the infinitive, since we know that Albanian, especially in its 
Geg variety, does have an infinitive, which at least suggests that the loss of 
the infinitive in Tosk is a more recent development, i.e. it is more likely 
that this phenomenon entered Albanian from neighbouring languages than 
vice versa.

With some of the Balkanisms, we can go some way to finding a historical 
explanation. The loss of the infinitive is one of the most promising here, 
since internally to the history of the Greek language this loss has a plausible 
explanation. The Ancient Greek third person singular present and infini
tive endings, in their Byzantine pronunciation, would have been -1 and -in 
respectively, for the most widespread type of verb. However, loss of 
word-final -n would have merged these two forms as -1. In many instances, 
then, the infinitive would be formally identical with a finite verb form, and 
this identity, originally only in the third person singular, could have led to 
general replacement of the infinitive by finite forms in the other persons 
and numbers. Since Greek was widely used as a lingua franca during and 
after the Byzantine period in the Balkans, there was an ideal basis in 
widespread bilingualism for this feature to be borrowed into the other 
language of the area.

Conversely, the merger of genitive and dative can hardly be a Greek 
innovation, since Ancient Greek had distinct genitive and dative cases, e.g. 
genitive anit'röpou, dative antkrôpôi 1 man ’, and the modem language has 
replaced the latter by the preposition $(e)y which still exists as an alter
native to the genitive-like indirect object. Conceivably, the impetus here 
could have been from Romanian, since in Vulgar Latin genitive and dative 
are identical in some declension types (cf. Classical Latin genitive-dative
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ménsae ‘ of/to the table ’), although this is more speculative. But in general, 
although we may not now be able to reconstruct alt the historical stages 
leading to the emergence and spread of Balkanisms, it remains the case that 
the existence of these shared features is the result of development in one or 
other of the languages and spread as the result of bilingualism in the area.

Amharic is a Semitic language of Ethiopia, although it is spoken in an 
area which was once Cushitic-speaking. Although Semitic and Cushitic 
languages are ultimately related genetically, within the Afroasiatic family, 
this link is very distant, and Semitic and Cushitic languages are in many 
respects quite different typologically. One of these differences concerns 
word order. The Semitic languages, for the most part, adhere to the ca
nonical VO (head-adjunct) type: their basic clause word order is either 
VSO (thus especially for the older languages, e.g. Classical Arabic) or SVO 
(as in many forms of vernacular Arabic); within the noun phrase, adjec
tives, genitives, and relative clauses follow the head noun; the languages 
have prepositions, and no postpositions. Cushitic languages show the pre
cise inverse of this pattern, being canonical OV (adjunct-head) languages: 
basic clause order is SOV ; adjectives, genitives, and relative clauses pre
cede the head noun; the languages have postpositions rather than pre
positions.

Presumably, the distant ancestor of Amharic, as a Semitic language, was 
of the head-adjunct type, like most Semitic languages, including many 
Semitic languages of Ethiopia (among them G e’ez, also called Ethiopie, 
the church language of Ethiopia). However, modem Amharic has adapted 
almost entirely to the adjunct-head type, as can be seen in clause order :

3wru mFsaguwn tesEkkcniMü. (3)

b lin d -m a n  lam e-m an-ACCUSATiVE c a rr ie d  

‘ T h e  b lin d  m a n  c a rr ie d  th e  lam e m a n .’

Adjectives and genitives precede their head noun, as in imhohnna seu> 
1 cunning man’, yetnpsalew terg^ame ‘ the parable’s interpretation’. A l
though Amharic docs still have prepositions, e-g. bn Addis Abeba ‘ in Addis 
Ababa’ -  one of the pieces of «evidence for the earlier, more typically 
Semitic word order -  it also has a wide range of postpositions, as in Addis 
Abeba lay 1 above Addis Ababa \

The example of Amharic is important not only in its own right, as an 
illustration of a radical change in word order typology brought about by 
language contact, but also because it serves to re-emphasize the point made 
at the beginning of this chapter that the basic type of a language is not 
something mystical and immutable. Within a relatively short period of 
time, Amharic has completely reversed most of its basic word order pat
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terns. T o a native speaker of English, with its relatively consistent SVO 
word order, prenominal adjectives, postnominal relative clauses, etc., it 
might seem inconceivable that a language could so radically change its 
basic word order type. But this is viewed from the perspective of a Language 
that is not* at least for the great majority of its speakers, undergoing any 
change as the result of contact with languages of a radically different type, 
The evidence from Amharic* and from many other contact situations, 
demonstrates just how unstable even canonical types are across the 
languages of the world.

In the light of the discussion of this section, where we showed how easy 
it is for a language to change in terms of basic typological parameters, and 
given also our knowledge that lexical borrowing is so easy when languages 
are in contact, the question might arise whether there is any constraint that 
can be placed on possibilities of language change, in particular when this 
change takes place as a result of contact: both principled word order corre
lations and arbitrary sound-meaning correspondences seem equally likely 
to undergo change.

One area where one might look for complete lack of susceptibility to 
language change is in the area of morphology, especially inflectional mor
phology, given that it might seem a priori unlikely that a language would 
borrow the inflectional system of another language, particularly if the two 
languages are not very closely related genetically, close enough to establish 
a point-by-point comparison between the old and the borrowed systems. 
However, this expectation, at least as an absolute expectation, is not borne 
out. One of the most discussed examples here is that of Ma'a (Mbugu), 
apparently originally a Cushitic language, but which, under contact with 
Bantu languages (it is spoken in a predominantly Bantu area in Tanzania), 
has adopted a Bantu inflectional system, in which both the forms of the 
affixes and their syntactic use (for instance, in concord) follow exactly that 
of neighbouring Banru languages. In this particular case, the morphology 
of the donor language is basically agglutinating, so that at least segmenta
tion is no great problem, which presumably facilitated the borrowing pro
cess. However, it is also possible for an inflectional system with wide
spread fusion to be borrowed, as when Yiddish, an off-shoot of German, 
incorporated many features of Semitic inflectional and derivational mor
phology in the process of borrowing a number of Hebrew-Aramaic lexical 
items with their various morphological forms, especially for nouns.

The remarks at the end of the previous paragraph, though in one sense 
apparently leaving the gate open for any kind of borrowing, do, however, 
also suggest an alternative method of constraining the possibilities for 
borrowing between languages. First, one could constrain this borrowing in 
terms of tendencies, e.g. by stating that although, in principle, anything
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can be borrowed, it is still more likely that lexical items will be borrowed 
than affixes, and more likely that clearly segmentable affixes will be bor
rowed than fusional morphology ; and within the range of lexical items, one 
could go further* to say that nouns are more likely to be borrowed than 
other parts of speech.lt seems* however, that we can tighten up these 
constraints somewhat, replacing these statements of tendencies by absolute 
(or almost absolute) implicational universals, Instead of saying that nouns 
are more likely to be borrowed than verbs, we can then say that a language 
will borrow non-nouns only if it also borrows nouns. Instead of saying that 
affixes are less likely to be borrowed than lexical items, we can say that a 
language will borrow affixes only if it also borrows lexical items from the 
same source.Indeed here we can probably be even more specific, and say 
that a language will only borrow an affix, as a segmentable unit in its own 
system, or a fusional morphological process as a productive process in its 
own system, if it has already borrowed forms of lexical items that contain 
the affix or fusional process in question. In Yiddish, for instance, Semitic 
morphology only entered the language as part of the general process of 
borrowing Hebrew-Aramaic lexical items, both singular and plural forms 
being borrowed into the language. In like manner, Yiddish borrowed the 
Slavonic suffix -nik by analysing previously borrowed lexical items with 
this suffix; and English in turn borrowed the suffix from Yiddish, cf. 
beatnik.

What this means is that, although the linguist interested in unravelling 
similarities due to common genetic origin and those due to contact will not 
be able to say, with respect to some individual phenomenon, that it must 
necessarily be due to one or other of these factors, where he has several 
different kinds of similarities and dissimilarities to work with, then he may 
be able to make firm or at least very reliable deductions concerning the 
distinction between common genetic origin and contact as the basis of 
language similarities.

10-3 T Y P O L O G Y  AND R E C O N S T R U C T IO N

In this section, we will examine £ome of the ways in which results from 
universals and typology research, and more specifically from word order 
typology* have been used as the basis of new methods for reconstructing 
earlier stages of language families, in particular Proto-Indo-European, and 
to account for language change. The discussion of this section is, unfortu
nately, largely negative, in that the number of reservations that have to be 
made makes it questionable whether, to date, any solidly reliable results 
have been achieved in this area. However, the discussion is still valuable 
for two reasons. First, it indicates how one might in principle relate work
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o n  u n iv e rs a ls  and ty p o lo g y  to h is to r ic a l-c o m p a r a t iv e  w ork* a n d  h o p e fu lly  

u lt im a te ly  so m e c o lla b o r a tio n  b e tw e e n  th e se  tw o  d is c ip lin e s  w ill p ro v e  

f r u it fu l, e ve n  i f  n o t in th e  area o f  w o r d  o rd e r  re c o n s tr u c tio n . S e c o n d ly , 

a p p lic a tio n s  o f  th is  m e th o d o lo g y  in  w o r d  o rd e r  r e c o n s tr u c t io n  a re  so  w id e 

sp rea d  th a t it  w o u ld  b e  u n fa ir  to  c lo s e  a c h a p te r  o n  ty p o lo g y  a n d  h is to r ic a l 

l in g u is t ic s  w ith o u t d is c u s s in g  th e m , e v e n  i f  p r im a r ily  to  w a rn  re a d ers  

A ga in st to o  re a d y  a n  a c c e p ta n c e  o f  th e  re su lts  c la im e d  in  th is  area.

10.3.1 W O RD ORDER T Y P O L O G Y

The major pieces of work attempting to relate word order typology and 
reconstruction of word order are by Lehmann and Vennemann. The two 
approaches share much in common, and for this reason we treat them 
together here, although where necessary differences between the two ap
proaches will be outlined. The main applications of the methodology have 
been in the reconstruction of Proto-Indo-European word order, although 
in principle the methodology is applicable to any language family where 
sufficient historical or comparative material is available. In addition, the 
methodology has also been used to account for details of word order 
change in individual Indo-European branches and languages.

The basis of work in this area is the assumption of the two consistent 
(canonical) word order types, adjunct-head (operator-operand, OV) and 
head-adjunct (operand-operator, VO), which we outlined in chapter 4. It 
is assumed that these two types represent the most natural states for a 
language to be in, and that pressure to conform to these two ideal types is 
sufficient to initiate language change, i.e. if a language, for some reason, 
does not adhere to one of these two types, then change will be initiated to 
bring it into conformity with one or other of them. There is an initial 
problem here in that, although these two types are each more frequent (in 
terms of number of languages adhering to the type) than any other combi
nation of parameter values, these two types do not in themselves exhaust or 
nearly exhaust the totality of the world's languages; indeed, it is probable, 
judging by Greenberg’s original sample, that over half of the world’s 
languages do not belong to either of these types. This makes questionable 
the extent of the alleged pressure to conform to one or other of the two 
ideal types : the pressure cannot be all that strong if over half of the world’s 
languages do not conform to it. More specifically, there are some 
languages that appear to be quite stable in combinations that violate the 
canonical types, such as Persian, a head-adjunct language that nonetheless 
has stable verb-final order, and has been in this position for several centur
ies-



The fact that so many languages do not belong to the ideal types does of 
course have an explanation within this model: they are said to be in a 
process of drift from one of the ideal types to the other* i.e. any language 
that, synchronically, appears to be inconsistent is, diachronically, either 
changing from consistent adjunct-head to consistent head-adjunct or vice 
versa. The synchronic inconsistency stems from the fact that the various 
parameters are undergoing change at different rates. Again, we must note a 
number of conceptual problems with this aspect of the over-atl model. 
First, the introduction of the notion of languages in drift between types 
means that the model no longer makes any predictions about the distri
bution of language types across the languages of the world. If all the 
languages of the world were inconsistent, then we would simply maintain 
that they are all in a process of drift. If they were all consistent, we would 
maintain that they have all achieved a state of equilibrium, or never de
parted from that state. Unless specific claims are made about the rate of 
drift, and the times at which the various drifts started in different 
languages or language groups, then we have no way of relating the ob
served distribution of language types to the predictions made by this 
theory. Secondly, this theory does provide an explanation for why, given 
the appearance of a typological inconsistency, the language should strive to 
drift back into consistency, but provides no explanation for why the incon
sistency should have arisen in the first place -  this is especially surprising 
given the alleged degree of pressure towards typological conformity. We 
return to this problem, which does have at least a partial solution, below.

Another assumption that underlies both Lehmann’s and Vennemann’s 
work is that Proto-Indo-European was a consistent language, in fact con
sistently adjunct-head. We return below to consideration of the factual 
basis for this assumption, for the time being concentrating on its validity as 
a methodological assumption. Presumably, it could be generalized to claim 
that any proto-language must necessarily be typologically consistent, al
though for present purposes we may restrict our attention to Proto-Indo- 
European. A priori, there is no reason to expect that Proto-Indo-European 
should have been typologically consistent, any more than we should expect 
this of any attested language. If) over half of the languages at present 
spoken in the world are typologically inconsistent, then, other things being 
equals we would actually expect a slightly greater possibility that Proto- 
Indo-European followed the majority, and was typologically inconsistent. 
One of the problems here is that of regarding Proto-Indo-European as the 
absolute starting-point of a developmental process. In one sense, it is of 
course, namely as the starting-point of the development of the various 
Indo-European languages. But given that language was spoken by man 
from long before the reconstructed date of Proto-Indo-European, this
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language must itself have been the end-product of a long period of devel
opment, and indeed we can gain some insight into developments before 
Proto-Indo-European by applying internal reconstruction to the results of 
reconstruction by the comparative method. A proto-language, and specifi
cally Proto-Indo-European* thus has no special claim to typological con
sistency, and there is no reason to suppose that Proto-Indo-European, 
whatever its cultural importance, was any more unique in this respect than 
any other language.

We may now return to the question of the impetus for departure from 
typological consistency, especially given our observation above that this 
impetus must have been very powerful* if it was to overcome the alleged 
strong pressure towards typological consistency. One possibility would be 
language contact, e,g. a language might borrow some word order feature 
from a neighbouring language, and then realign the rest of its word order 
parameters to match.This is a possibility -  although it remains unclear* if 
typological consistency is so powerful, how a language could so readily 
abandon this consistency -  but* as far as I am aware* this has not been 
suggested as the actual explanation of the shift from OV order in Indo- 
European. A second possibility would be that speakers of the language set 
themselves a target, the typological inconsistency simply being the inter
mediate stage in the achievement of this target. With respect to Proto- 
Indo-European, this would mean that, at some point, speakers of the 
language set a target of consistent head-adjunct typology, and over several 
millennia their descendants have been striving towards this target, al
though few of the daughter languages have in fact yet reached it: the Celtic 
languages are consistently head-adjunct, and the Romance languages close 
to being so, but most other branches* even with SVO word order in the 
clause, have inconsistencies elsewhere (e.g. English has pronominal adjec
tives* Lithuanian has prenominal adjectives and genitives). Although there 
are attested instances of drifts that take several generations to reach an 
apparent target* the length of time over which the putative adjunct-head to 
head-adjunct drift would have been operative in Indo-European languages 
would have to be measured in millennia. If a language can remain this long 
in an inconsistent state* then the pressure towards conformity cannot be 
that strong (and, incidentally, one would expect to find proportionately 
fewer consistent languages in the world).

A solution to this problem was proposed by Vennemann, who argues 
that the introduction of typological inconsistency arises through change in 
verb order, from sentence-final position to sentence-mcdial position, and 
that this change in verb order itself has an explanation. One of Greenberg's 
original universals, number 41, says that * if in a language the verb follows 
the nominal subject and nominal object as the dominant order, the
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language almost always has a case system’. One specific instance of this 
tendency for SOV languages to have a case system is the frequent presence 
of a nominative-accusative distinction, correlating with that between S 
and O (or, in the terminology of chapter 5, in particular between A and P). 
Since many SOV languages actually have relatively free word order in 
relation to the order of nominal arguments of the verb, i.e. ÔSV is a 
frequent alternative word order for purposes of topicalizing the object or 
focusing the subject, the existence of a case marking system distinguishing 
subject from object clearly has a function, since word order is not itself 
sufficient. In addition to changes in word order due to pragmatic factors, it 
may also be possible to omit noun phrases that are recoverable from con
text, so that in the absence of a case marking system NP V would be 
ambiguous between subject or object before the verb.

Vennemann notes that over the history of the Indo-European languages, 
and perhaps more generally in language as a whole, there has been a 
tendency to erode the morphological system, so that by the time we get to 
modern English, French, or Welsh, there is no longer a nominative- 
accusative distinction for most noun phrases, and even in languages like 
German that preserve the distinction with some classes of noun it is lost 
with many others (in German* it is retained only for masculine singular 
noun phrases). The loss of the nominative-accusative distinction thus 
leads to increased ambiguity in a verb-final language, an ambiguity that 
can be circumvented if the verb, instead of being positioned sentence- 
finally, is positioned between subject and object, giving rise to SVO word 
order. Most SOV languages, even those that are often classified as rigidly 
verb-final (e.g. Turkish, Japanese), do in fact allow some leakage of noun 
phrases to the right of the verb, so all that would be required would be an 
increase in this possibility.

This scenario does, then, provide a mechanism whereby the typological 
inconsistency can be introduced in the first place. Thereafter, the pressure 
towards typological consistency leads to the other parameters being 
brought into line. However, there are still some problems* in particular 
data problems, that remain. First, there are some SOV languages that have 
no nominative-accusative distinction, and which therefore use word order 
as the basic carrier of grammatical relations, e.g. Ijo; indeed, it has been 
suggested that Proto-Niger-Congo, the ancestor of the family to which Ijo 
belongs, was an SOV language without case marking, so that under this 
theory the widespread drift to SVO in Niger-Congo languages would have 
no explanation. Secondly, when one looks at the occurrence of VO word 
order in modern Indo-European languages, this order is found in a 
number of languages that retain the nominative-accusative distinction, in 
roughly as many classes of noun phrases as Proto-Indo-European did: the
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Baltic and Slavonic languages are particularly revealing here, especially 
Lithuanian> which ha9 the most archaic case system of any contemporary 
Indo-European language. Thus even with this explanation for the initial 
departure from OV word order, however plausible it may be a priori, there 
are serious reservations about its validity in practice.

Finally, we may consider the factual question of whether or not Proto- 
Indo-European was a consistent adjunct-head language (or, conceivably, 
an adjunct-head language which was just beginning to drift towards head- 
adjunct). Unfortunately, the evidence is far from clear. Lehmann argues 
that Proto-Indo-European was adjunct-head, and draws on attested exam
ples from the earliest recorded Indo-European languages to illustrate his 
claim. However, although such attestations can readily be found* it is also 
equally possible, for most of the early Indo-European languages, to find 
attestations of other word orders. All that the statistical facts indicate is 
that Proto-Indo-European probably had very free word order, as do most 
of the early Indo-European languages. In a critique of Lehmann’s claims 
concerning Proto-Indo-European as an adjunct-head language, Friedrich 
argues, on the basis of actual statistical evidence from the early Indo- 
European languages, that there is at least as much evidence for basic VO 
order as for OV order, although he acknowledges that even posing this 
question makes a number of assumptions that may not be warranted, in 
particular that Proto-Indo-European had a basic word order. The differ
ences in emphasis between Lehmann and Friedrich also stem in part from 
differences in importance attached to individual branches of Indo- 
European as more representative of the order of the proto-language, and 
here there is a great danger of circularity (e.g. one wants to show that 
Proto-Indo-European was SOV, so attaches more importance to early 
Indo-European languages where verb-final order predominates, like 
Sanskrit or Hittite, to the neglect of those where the evidence is less 
overwhelming, such as Homeric Greek). And Watkins, a third participant 
in the debate, argues that the question of Proto-Indo-European word 
order cannot be answered by statistical counting of word order patterns in 
early texts, especially given the freedom of word order in most of the early 
languages, but requires rather the identification of archaic, synchronically 
inexplicable, word order patterns, as the most likely source of evidence for 
the original word order : such evidence does favour OV.

An added problem is that, in addition to languages and branches which 
have gained head-adjunct (VO) characteristics over their attested history 
(such as the Germanic and Romance languages), there are also branches of 
Indo-European that have clearly increased the range of adjunct-head (OV) 
characteristics: in particular, a number of branches (Indie, Iranian, Arme
nian) have developed fairly rigid clause-final verb position during their
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attested history. While this can perhaps be explained as the result of con
tact (the Indie languages adopting this from Dravidian languages \ the 
Iranian languages and Armenian from Turkic languages), it does under
mine the empirical basis of the whole investigation.

In conclusion, we can say that investigation of Proto-Indo-European 
word order started out with the assumption that there has been a drift from 
adjunct-head (OV) to head-adjunct (VO), and sought an explanation for 
this drift. We now have an explanation» albeit subject to numerous qual
ifications that seriously compromise its validity -  but the facts that the 
explanation is designed to explain tend to dissolve away as soon as they are 
subjected to further scrutiny.

10.3.2 W ORD ORDER AN D M O R PH EM E ORDER

In section 10. i , we noted that, if we could establish universals of dia
chronic change, then it would be possible to use these universals to con
strain possibilities for reconstructing earlier stages of languages. In the 
present section, we will examine one particular suggestion that has been 
made in this respect, drawing mainly on work by Givón. As, unfortu
nately, throughout section 10.3, we will at almost every turn be counselling 
caution over the validity of the results obtained. However, the material of 
the present section does offer an insight into a potential manner of recon
structing word order that does not rely on the, to date, rather mystical 
notion of consistent word order type, but rather adheres more closely to 
the actual data.

The reconstruction process outlined in this section depends on three 
assumptions. The first is that verb agreement affixes invariably develop 
diachronically from pronouns. The second is that bound morphemes in
variably derive from independent words. And the third is that, once a 
sequence of words becomes fused together as a sequence of morphemes 
within a single word, the order of the morphemes is thereafter not subject 
to change. If we make these assumptions, then it is possible to take syn
chronic evidence concerning the order of verb agreement affixes to recon
struct the word order of an earlier period. Let us assume that subject 
agreement affixes precede the verb stem. Then, by our first and second 
assumptions, these prefixes derive etymologically from subject pronouns. 
By our third assumption, the current order reflects the earlier word order, 
i.e. at the time when the subject pronoun was fused to the verb to give a 
subject prefix, the order must have been for the subject pronoun to pre
cede. Generalizing the example, in a language which has agreement with 
subjects and objccts, we can take the synchronic order of agreement affixes
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to reflect the original order of constituents.Thus, although most Bantu 
languages are synchronically SVO, the fact that agreement prefixes pre
cede the verb stem in the order: subject, object, would indicate that the 
earlier order was subject -  object -  verb.

Unfortunately, none of the assumptions made above can be maintained 
as an absolute, and there is an equivocation in the term "earlier word 
order’ that seriously compromises the validity of the method. First, there 
are some instances where verb agreement affixes do not derive from pro
nouns. In Finnish, for instance, synchronically the third person plural 
suffix is -vat \ etymologically, this is the plural of the present participle, 
and quite unrelated to any pronominal form. However, there are numerous 
instances where verb agreement affixes can be shown to derive from pro
nouns, so perhaps one could accept as a universal tendency that such 
affixes usually derive from pronouns: the generalization could then be 
applied, with a certain statistical reliability» to material where we are un
certain of the etymology of an affix.

Secondly, there are attested examples where bound morphemes do not 
derive from separate words. In comparing Estonian nominative singular 
jalg ‘ foot’ and partitive singular jalga, it seems preferable, synchronically, 
to treat -a as the partitive singular suffix. Diachronically, however, this -a 
is part of the stem, which was lost in the nominative singular, but pre
served in the partitive singular where it was originally non-final (see pages 
47-8). Again* however, such examples are rare compared to those where 
the etymology of a morpheme can be reliably established as a separate 
word, so perhaps again we could accept this as a universal tendency.

Thirdly, there are known examples, albeit very rare, where the order of 
morphemes has changed after they became fused together, as when the 
etymologically expected morpheme order stem -  superessive (‘ on ’) -  pos
sessive in Hungarian (cf. the frozen form bennem ‘ in me for *bele~ne-m, 
literally ‘ inside-at-my *) was changed to stem -  possessive -  superessive, 
under the pressure of all the other cases (deriving etymologically from 
postpositions) with the order stem -  possessive -  case, to give, for instance 
háza-m-on ‘ on my house \ But again, we could accept that such inversions 
of morpheme order are rare, so that the methodology would retain a cer
tain statistical validity.

The real problem, however, arises when we consider just what word 
order is being reconstructed. Rather than approaching the problem specu- 
latively, we can illustrate the problem by looking at some actual data from 
Mongolian languages. Both Classical Mongolian and the modem 
languages are fairly rigid verb-final languages, at least as much so as Tur
kish or Japanese, the canonical examples of the verb-final type. The devel
opment of subject agreement in verbs is an ongoing process in the
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languages: some, such as Buryat, already have a fully-fledged set o f subject 
agreement affixes, others, such as (Khalkha) M ongolian, do not. T h e  sub
ject agreement affixes clearly derive from the nom inative pronouns. On 

G ivó n ’s hypothesis, since the almost invariable word order is for the sub
ject to preccde the verb* we w ould expect subject agreement prefixes to 

develop. In fact, subject agreem ent suffixes^ and only suffixes, develop. 
T h is thus provides a clear counterexam ple to any absolute claim that one 
can reconstruct word order from m orphem e order, even where it is known 

that the m orphem es derive from words: from the subject suffixes one 
would reconstruct V S , and this is clearly not the basic word order o f any 
M ongolian language.

H ow ever, we can make a further observation. In M ongolian languages 
(especially those without verb agreement), it is possible to place the sub
ject, especially a pronoun* after the verb to de-emphasize that pronoun, 
thus giving rise to V S  word order. It is precisely this word order that gave 

rise to the subject suffixes: if  the subject were em phasized, then it would 
appear as a separate w ord, whether or not there is also verb agreement, so 
that it is natural that the verb agreement should derive from  the de

emphasized subject pronouns in postverbal position. T h u s, in a sense, the 
m ethodology is vindicated : the subject agreement suffixes do derive from 
subject pronouns placed after the verb. H ow ever, the significance o f  the 

m ethodology is almost totally vacuous as a result o f this restriction: as 
originally proposed, it was supposed to enable us to reconstruct the basic 
word order o f the ancestor language (e.g. that the ancestor o f the Bantu 
languages was S O V ), but in fact it only allows us to reconstruct a possible 
word order in the ancestor language, and the M ongolian data show that 

this may have been very much a m inority pattern.
In  this connection, similar reservations have to be expressed with regard 

to the oft repeated claim that the preverbal position o f  clitic pronouns in 

the Romance languages is evidence for earlier verb-final word order, i.e. 
(given that we know that Classical Latin  was basically S O V ) a relict o f 
S O V  word order. D etailed investigation o f M edieval Latin and the early 

stages o f the Romance languages )shows that between the Classical Latin 
stage with basic S O V  word order (including preverbal pronouns) and the 
stage represented by most (though not all) m odern Rom ance languages 

w ith basic S V O  word order but basically preverbal clitic pronouns, there 
intervened a com plex o f shifts including a stage with basic S V O  w ord 
order whether the object was a noun phrase or a clitic pronoun. European 

Portuguese still positions clitic pronouns most frequently after the verb. 

W hatever the factors, governing these various changes -  and the problem  
can hardly be considered solved -  the diachronic explanation for clitic 

pronoun positioning is more likely to be found in the stress rhythm  
properties o f clitics, and certainly not as a relict o f S O V  word order.
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I O .4  T Y P O L O G Y  A N D  D I A C H R O N I C  E X P L A N A T I O N

One way o f characterizing the methods proposed in section 10.3 is to say 
that they have attempted to set up a new all-em bracing typological meth
odology in historical syntax. T h ese attempts we believe have failed, for the 
reasons given above, i.e. prim arily because o f the large num ber o f coun

terexamples which either falsify or reduce to vacuity the claims o f the 
so-called typological method) and not because o f any inherent contradic

tions within this m ethodology. T h ere are, however, more modest claims 
that one m ight make concerning the relevance o f typological studies to 
diachronic linguistics. In this section, we w ill show that results gained 

from  typological studies can be o f im portance in understanding the m ech
anisms o f syntactic change.

W e have already indicated one w ay in w hich such relevance m ight be 
realized, in our discussion o f animacy and definiteness in chapters 6 and 9. 

O n the one hand, we have synchronic cross-linguistic generalizations, such 
as the observation that separate accusative m arking and verb object agree
m ent are m ore likely with noun phrases that are high in animacy or defi

niteness. T h is  generalization can be taken further, however, since it also 
characterizes the diachronic acquisition or loss o f  accusative case marking 
or verb object agreement. W hen these rules enter a language, they often 
apply first to noun phrases highest in anim acy, only subsequently spread

ing to less animate/definite noun phrases. T h u s, in Slavonic, where the 
developm ent o f animacy as a m orphological category is a spontaneous 
innovation vis-à-vis Indo-European, the separate accusative develops* first 
in the singular, for adult male healthy free-born humans only, spreading 
subsequently to all male humans, then to all male anim ates; in the plural, 
the rule first develops (and even then not in all languages, e.g. it is absent 
from Serbo-Croatian) w ith m ale humans, then extends to all humans, 
finally to all animates (as in Russian) (cf. section 9.3). In Eshtehardi, 

where verb object agreement is being lost, it is lost first with noun phrases 
o f low  animacy (inanimate noun phrases no longer show agreement), and 
the loss is now spreading to animate noun phrases (which typically show 
gender, but not num ber agreement) (cf. section 9.2).

For our detailed example in this section, however, we w ill examine a 
different example, namely the shift in subject properties (cf. chapter 5) in 
the possessive (‘ have *) construction in M altese. M altese is, at least histori
cally, a form o f vernacular A rabic, and we can therefore com pare the 
current M altese construction with that o f  Classical A rabic (standing in 
here for Proto-Arabic). (M any other A rabic vernaculars have undergone 

changes similar to those described here for M altese.)

T h e  possessive construction in M altese involves, in the present tense, 
the element ghand> w hich is identical to the preposition meaning c at (the
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house o f) ’ - In M altese, prepositions take pronominal suffixes, e.g. ghandu 
‘ at his h o u se *, ghandha ‘ at her h o u se ’ . In strict locative use, this gives 
sentences like (4W 9) > note that there is no equivalent o f ‘ be ’ in the pres
ent tense, and that verbs agree in person, num ber, and gender with their 
subject (klieb ‘ book * is m asculine, hobza * lo a f’ is feminine) :

ll-ktieb ghandu.

* T h e  book is at his house.1
(4 )

Il-hobza ghandu.
‘ T h e  loaf is at his house.’

(5)

Il-klieb kien ghandu.
‘ T h e  book was at his house.*

(6)

Il-hobza kienet ghandu.
‘ T h e  loaf was at his house.1

(7 )

Il-ktieb sa jkun ghandu.
1 T h e  book will be at his house,’

(8)

Il-hobza sa tkun ghandu.
‘ T h e  loaf will be at his house.’

(9 )

A t first sight, the possessive construction would seem to be identical to 
this, other than in word order :

Ghandu ktieb. (10)
‘ H e has a book.’

Ghandu Hobza. (11 )

'H e  has a loaf.'

H ow ever, as soon as one starts looking at the possessive construction in 

more detail, this superficial parallelism evaporates.
First, although this is not itself directly relevant to present concerns, for 

the possessive construction M altese uses a different set o f  forms in other 
tenses, namely a form deriving etym ologically from  ‘ be* (cf. kien ‘ (he) 
w a s ’ , sajkutt ‘ (he) w ill b e ’) plus the prepositional suffix -I l to ' plus the 

pronominal suffixes :

K ellu ktieb . (12)

‘ H e had a book.’

K ellu  hobza. 

‘ H e had a loaf.’
( 13)
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Sa jkollu  ktieb. (14)
‘ H e will have a book/

Sa jkollu hobza, (15)
‘ H e will have a loaf/

Secondly, if  we use a non-pronominal noun phrase in place o f the pro
noun in the locative construction, then the preposition ghand sim ply go

verns the relevant noun phrase :

Il-ktieb ghand Pawlu. (16)

‘ T h e  book is at P aw lu 's/

Il-ktieb kien ghand Pawlu. (17)
‘ T h e  book was at Paw lu’s/

Il-hobza kienet ghand Pawlu. (18)
f T h e  loaf was at P aw lu ’s/

In the possessive construction, however, the possessor appears sentence- 
initially, and ghand retains its pronominal suffix :

Pawlu ghandu ktieb. (19)
‘ Pawlu has a book/

Pawlu kellu ktieb. (20)

‘ Paw lu had a book/

Pawlu sa jkollu  ktieb. (21)
‘ Paw lu will have a book/

Pawlu sa jkollu hobza. (22)

‘ Paw lu will have a loaf/

O ne cannot say, in this meaning, *ghand Pawlu ktieb.
T h ird ly , in order to negate a sentence in M altese, the preposed particle 

ma (m9 before a vowel or silent consonant, e.g. h or gh) and the suffix -x  are 
attached to the predicate-initial verb :

Il-ktieb ma kienx ghandujghand Pawlu. (23)
‘ T h e  book w asn’t at his house/at P aw lu ’s/

I f  there is no finite verb predicate-initially, then the circum fix ma . . .  -x  is 

placed around a pronoun agreeing in person, gender, and num ber w ith the
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subjçct (e.g. hu ‘ third person singular m asculine hi * third person singu
lar fem inine ’) :

Il-ktieb trfhux ghandu. (24)
‘ T h e  book isn’t at his house.’

Il-hobza m’hix ghandu. (25)
‘ T h e  loaf isn’t at his house/

T h e  possessive construction, however, is negated by placing ma . . .  -x  
around the com plex ghand- (or, sim ilarly, kell-) plus pronominal suffix :

M*ghandux klieb/hobza. (26)
‘ H e doesn’t have a book/loaf/

Pawlu m’ghandux ktiebjhobza. (27)
‘ Paw lu doesn’ t have a book/loaf.’

A t first sight, the possessive construction ghandu ktieb o f  (10) seemed to 
parallel exactly, apart from  w ord order, the locative construction il-ktieb 
ghandu. M ore detailed investigation showed a very different distribution o f 
grammatical relations in the two constructions. In the locative construc

tion, we have clearly a subject noun phrase (‘ the book/loaf’X either zero in 
the present tense or a finite verb agreeing w ith the subject noun phrase in 
other tenses, and a locative expression consisting o f the preposition ghand 
and its object (either a noun phrase or a pronominal suffix). In the pos
sessive construction, the possessor -  despite the locative form  of, for in- 

stancej ghandu -  behaves as a subject: this is clearest when it is non- 
prominal, preceding ghand-! kell-j sa jko ll-  w ithout any preposition. T h e  
possessive element (ghand-/kell-/sa jko ll-)  behaves like a verb, in particular 

in that it negates like a verb. N ote, m oreover, that it agrees with the 
possessor, although irregularly so: by means o f prepositional object suf

fixes rather than by the usual subject agreement markers :

Pawlu ghandu ktieb. .■ (28)
‘ Pawlu has a book.'

M arija ghandha ktieb. (29)

‘ M arija has a book.’

F inally, the possessive verb does not agree with the possessed noun phrase ; 

this is clearest in the future tense, w here one w ould expect *tkoll- as the 
fem inine o f jkoll-> though in fact only Pawlu sa jkollu  hobza * Paw lu w ill 

have a loaf* is possible, not * Pawlu sa tkollu hobza.
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Sum m arizing the synchronic data o f the M altese possessive construc
tion : the possessor noun phrase has nearly all subject properties, excepting 
only one m orphological property, namely that it triggers prepositional 
object pronom inal suffixes rather than subject verb agreement affixes; the 

possessed noun phrase has 110 subject properties. T h is is the converse o f 
the locative construction  where the locative noun phrase h is  no subject 

properties, the located noun phrase all subject properties.
In Classical A rabic, the locative and possessive constructions are much 

closer to one another, the m ain difference being in preferred word order, 
and even here, arguably, the difference is determ ined by topic-com ment 
structure rather than grammatical relations. T h e  following are locative 
constructions :

Pal-kitaabu Stndahu.
* T h e  book is at his house.3

30)

Pal-xubzatu Çindahu.
* T h e  loaf is at his house/

(3 D

Pal-kitaabu kaana ( m a s c u l in e ) iindahu. 
‘ T h e  book was at his house.’

(3 2 )

Pal-xubzatu kaanai (f e m in in e ) Sindahu. 
‘ T h e  loaf was at his house/

(33 )

Pal-xubzatu kaanat Çinda Zaydin. 
* T h e  loaf was at Z ayd ’s/

(34)

T h e  follow ing are possessive constructions, using either Sinda (the etymon 

o f M altese ghand) or li (stem la-) (the etym on o f  M altese -/) :

iindahu/lahu kitaabun. 
‘ H e has a book/

(35)

Sindahujlaku xubzatun. 
‘ H e has a loaf/

(36)

Kaana Sindahu/lahu kitaabun, 
‘ H e had a book/

(37)

Kaanat Çindahu/lahu xubzatun. 
‘ H e had a loaf.

(38 )

Kaanai iinda/Ii Zaydin xubzatun. 

‘ Zaid had a loaf/
(39 )
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(N ote that nouns not accompanied by the definite article or other de
terminer take a final -n; the case ending -u on kitaabu(n)y xubzazu(n) is 
nom inative, the case ending -i(n ) on Zaydin is genitive, the regular case 

for a prepositional object). T o  see that w ord order is not a pure correlate o f 
grammatical relations, note that the follow ing is possible as a possessive 
construction :

Pal-xubzatu (kaanat) lahujli Zaydin, (40)

‘ T h e  loaf is/was his/Zayd’s.’

In Classical A rabic, then, in the possessive construction the possessor lacks 
virtually all subject properties, w hile the possessed noun phrase has sub

ject properties, in particular triggering verb agreement (cf. masculine 
kaana versus fem inine kaanat).

W e can now characterize the historical developm ent from Proto-Arabic 
(presum ably the same, in these respects, as Classical Arabic) to M altese as 
follows : in the possessive construction, subject properties have been trans
ferred diachronically from the possessed noun phrase to the possessor, 

until finally the possessed noun phrase has no subject properties, w hile the 
possessor has all subject properties except the form  o f the verb agreement 
that it triggers. T h e  seeds o f  this developm ent are already present in 

Classical A rabic, which has, in addition to examples like (39), an alter
native construction where the possessor is topicalized, standing sentence- 
initially in the nom inative case:

Zaydim kaanat Sindahu/lahu xubzatun. (41)
4 Zayd had a loaf/

W hile reanalysis o f  this topicalized construction as the basic construction 
is clearly at the root o f the developm ent o f the current M altese construc

tion, note that in (41) little or no transfer o f subject properties has yet taken 
place: in particular, the finite verb still agrees with the possessed noun 
phrase ; in addition, type (39) exists as an alternative to (41) in Classical 
A rabic, thus allowing us to characterize the latter as an instance o f top- 
icalization, whereas in M altese there is no such alternative to ( i9)-(22).

T h e  discussion o f  this M altese example illustrates three points. F irst, as 

already discussed in chapter 5, the notion o f being a subject is not necess- 
arily discrete, rather a noun phrase m ay have some subject properties while 
lacking others. Secondly, one possible (and, in fact, frequent) diachronic 
change is for subject properties to be transferred from  one noun phrase to 
another, in many instances the transfer being gradual (some properties 
change before others) rather than all at once. T h ird ly  -  and this is perhaps
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the m ost important point -  the change illustrated is m otivated by a univer
sal tendency o f grammatical relations, not by the form o f  the construction. 
W e have already indicated how the apparent form  o f the construction, with 
a locative preposition plus its object, is m isleading for the later diachronic 

stages, i.e. a reanalysis took place that went against the form al structure. 
N ote further that, in the possessive construction, the possessor is usually 
high in anim acy, while the possessed noun phrase is typically low. G iven 

the correlation between high animacy and topichood, and between topic- 
hood and subjecthood, this provides a prom ising base for the shift o f  
subject properties to the m ore animate noun phrase (i.e. the possessor) via 
topicalization. T h e  detailed historical developm ent is thus in large meas

ure explained by, and provides evidence for, a universal correlation among 
grammatical relations, pragm atic roles* and inherent semantic features o f 

noun phrases.
F in ally3 it should be noted that the kind o f material covered in this 

section also provides a plausible means o f carrying out syntactic recon

struction. I f  we surmise, on the basis o f the em pirical study o f a num ber o f 

instances o f historical change, that a certain synchronic state o f affairs 
arises only as the result o f a certain historical developm ent, then if  we are 

faced with a language that shows this synchronic state o f affairs but for 

w hich there is no historical or comparative evidence, we can equally 

surmise that this language has reached this synchronic state by the same 

historical processes, i.e. we can internally reconstruct a plausible earlier 

historical stage. T h u s, even in the absence o f material from older stages o f 
A rabic and from other contem porary varieties o f vernacular Arabic, 

evidence from other languages o f the topic-to-subject shift (in possessive 

predicate constructions among others) would have led us in the direction o f 

the historical account posited in this section for the synchronic idiosyncra
sies o f the M altese possessive predicate construction.
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Com rie (1982c, 1986).



I I

CONCLUSIONS AND 
PROSPECTS

In this book, I have tried to illustrate some o f the achievem ents o f a m ethod 

o f studying language universals that uses data from  a wide range o f 

languages, and which tries to relate formal universal properties o f languages 
to properties o f language functioning in context. T o  drive this point home, I 

w ill m ention a few o f the m ore salient points, then turn to some problem s and 

prospects for this particular approach to language universals.
T h ere  are several respects in w hich English is either atypical o f  the 

languages o f the world as a whole, or in which English just represents one 
type among many others, and any linguistic theory w hich were to restrict 

itself prim arily to analysis o f English would be in danger o f  falling foul o f 

these factors. T h u s, English is a language with fairly fixed word order 
determ ined by grammatical relations, where m oreover m any syntactic 

processes can be described in terms o f  changes in linear order (whether or 

not this is in fact the best way o f  describing them). O ther languages, as we 
saw in section 3.$, do not follow this type, and simple transference o f a 

model that handles English syntax reasonably well often sim ply produces a 

distortion o f the syntactic nature o f those other languages. In  terms o f the 
head-m arking versus dependent-m arking typology m entioned in section 

2.4, English is almost exclusively dependent-m arking, and some theories o f  

grammatical description have treated dependent-m arking as the norm, so 
that languages with extensive head-m arking have to be treated as in some 

sense deformations o f basic dependent m arking structures (e.g. head- 

m arking on the verb És treated by having agreement take place with overt 
noun phrase arguments which are then, in appropriate instances* deleted). 

Yet there is no real reason to consider head-m arking any more unusual than 

dependent-m arking -  the former is if anything more frequent across the 

languages o f the world. A  universal syntactic theory -  and I do not deny the 
possibility and desirability o f  such -  m ust be sufficiently flexible to
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accommodate different syntactic types, without forcing the one into the 

mould o f  some other,

W e can also find examples o f a more superficial nature. In English, the 
only com bination o f person and num ber to have a distinct inflection in the 

present tense o f regular verbs (and nearly all irregular verbs too) is the third 

person singular (in -j), w hich m ight lead one to conclude, on the basis o f  
English data alone, that third person singular is the most marked com bi

nation o f  person and num ber. Y e t consideration o f a w ider range o f 
languages shows just how atypical English is here : the m ajority o f languages 

w ith verb agreement show that third person singular is the least m arked 
com bination, and the situation found in English m ust be judged a historical 

accident. Another exam ple o f  atypicality in E nglish, w hich was noted in 
chapter 9, is the absence o f a num ber distinction in the second person pron

oun you> although all other pronouns and almost all other noun phrases do 
show this distinction. I f  one restricted one's attention to English, one m ight 
or m ight not consider this significant. Consideration o f a range o f languages 
shows clearly that it is not significant, and indeed it is no surprise that an 

individual isolated phenomenon in an individual language should go against 
an otherwise universal trend for num ber to be indicated more frequently in 

pronouns than in non-pronominal noun phrases. (Actually, even introduc
tion o f non-standard English would reveal a variety o f attem pts to create a 

distinct plural second person pronoun, e.g. you-alU youse> and even unu> a 
loan from  Igbo, in Jamaican Creole.)

T h e  importance o f  seeking explanations for language universals in terms of 
language in context can be seen by looking at examples where, from a formal 

view point, two distributions would seem equally likely, but from the view 
point o f language in context only one is plausible, and this is precisely the one 
that is actually found. In section 6.2, for instance, we noted that many 
languages have a special accusative case used only for definite and/or ani

mate Ps, all other Ps standing in the same case as A  or S- From  a formal 
view point, it w ould be just as easy to w rite a rule that w ould assign a 
special case* distinct from that for A  or S> for only indefinite and/or inani

mate Ps, yet in fact we know o f no language which has only the latter rule 
to the exclusion o f the form er, and very few  languages w hich have the 
second rule in addition to the first. T h e  explanation advanced in chapter 6 
predicts precisely that we should expect the more frequendy occurring 
distribution. Likew ise, the pragm atic explanation given for the distri
bution o f nom inative-accusative and ergative-absolutive syntax in section 

5.4 indicates that imperative addressee deletion should have a strong pref

erence for nom inative-accusative syntax, while resultative constructions 
should prefer ergative-absotutive syntax. A gain, this distribution is borne 
out by the cross-linguistic distribution o f data, although from a purely
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formal viewpoint it is as easy to write a rule based on ergative-absolutive 

syntax for one syntactic process a$ it is for the other.

W hile I believe that the achievem ents o f  this approach to language 
universals speak for them selves, there are also some problem s inherent in 
this m ethodology. T h e  linguist interested in language universals m ust, o f 
course, when he is dealing with data from  a w ide range o f  languages, treat 

the data from  each o f these languages w ith respect, ensuring that they do in 
fact provide the evidence he claims they present, rather than forcing the 
data to fit the particular generalization he wishes to substantiate. Although 
this inter-relationship between the linguist interested in universals and 

individual languages imposes a duty on the universalist, I believe that 
equally it imposes a duty on those linguists whose primary interest is in the 
description o f one or more individual languages. W hen a linguist pub

lishes a grammar o f  a language, then he is making public the structure o f 
that language, and while this may seem a truism , only too often do we find 

grammars o f  languages whose purpose is not so m uch to make data from 

the language available to the general linguistic public, but rather to try and 
make the language seem as mysterious and im penetrable to the outsider as 

possible. W ork on linguistics, o f whatever branch or whatever theoretical 
persuasion, requires reliable descriptions o f languages, indeed reliable de

scriptions o f a wide range o f languages, if  any progress is to be made by 

linguistics as the unified study o f language as a general phenomenon.
In m y final rem arks, I want to indicate some ways in w hich the material 

used as data base in the present book is, perhaps unjustifiably, restricted, 
and also indicate some ways in which additional data m ight ultim ately be 

incorporated into this discussion.
T h e  discussion o f the present book has been concerned exclusively with 

spoken languages (even i f  in their written form), and w ith languages as 

spoken by adults who have acquired these languages in childhood with 
native command. It is possible that data from  languages other than these 

m ight provide insights into language universals and typology that could 

not be gained from the study o f  adult native spoken languages alone. T h is  is 
particularly so i f  we bear in mind that the data provided by attested 
languages, despite the richness o f these data, m ight be biased by a variety o f 

accidcntal dem ographic factors, such as the historical and current social 

importance o f Indo-European languages and their influence (leading to 

replacement) on other languages in many parts o f the world.
In seeking explanations for universals o f spoken language, one obvious 

question that m ight arise is the extent to which these universals can be 

explained in terms o f the m edium  em ployed. T h u s, clearly many univer
sals o f  phonetic structure are determined or facilitated by the structure o f  

the human vocal tract, the physical properties of sound, and the nature o f
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human auditory perception. It is conceivable that certain other universals 

o f spoken languages m ight in turn correlate with properties o f the m edium , 

rather than> necessarily* with the human linguistic faculty at a more 
abstract level. Fortunately, we do here have a standard o f  comparison, 

namely various sign languages, which use a radically different medium. 
And there is at least some prima facie evidence that the difference in 

m edium m ay condition some structural differences between spoken lan

guage and sign language, in particular Am erican Sign Language: one such 

instance is the establishment o f coreference relations (anaphora) between 

noun phrases (Friedman, 1976). In Am erican Sign Language, if  the sign 

relating to a given noun phrase is signed in a certain location within the 

over-all signing space, then making some other sign in, towards* or from 

that same location establishes coreference, so that one can indicate, for 
instance, that Bill carried out a certain action by making the sign for the 
action in the same place where one previously signed B ill . In principle -  

and it remains an open question whether this possibility is utilized to the 

full in practice -  this allows an indefinite num ber o f entities to be tracked 

in terms o f their anaphoric relations, subject only to limitations on 

mem ory and discrimination o f different locations within signing space. 

T h is  is radically different from the usual means in spoken languages for 
keeping track o f anaphoric relations, with a restricted set o f pronouns.

As already suggested in chapter 10, the study o f language change can 
provide us with a window  on the general properties o f language, through 
the study o f recurrent kinds o f language change, in particular those that are 

spontaneous rather than the result o f areal contact. In chapter 6, for 

instance, we saw that many languages have lost or gained verb agreement or 

accusative case marking first o f all with noun phrases o f higher anim acy, 

precisely in line w ith the predictions established on the basis o f  the 
synchronic study o f a variety o f languages; and crucially, this takes place in 

a num ber o f instances where languages are not in areal contact. L ikew ise, 

the study o f the diachronic acquisition o f subject properties by topics 

discussed in section 10.4 shows striking similarities across a num ber o f 

distinct instances.

Another area where one can study Spontaneous iinnovation is in child 

language* although here a note o f caution is required. In particular i f  one 

assumes (as seems reasonable on the basis o f  empirical studies) that 
children go through various maturational stages during the acquisition o f 

language, then it is conceivable that some properties o f first language 
acquisition m ight reflect properties o f maturational stages that are subse

quently lost, i.e. do not form part o f the adult human language potential. 
Nonetheless, the study o f first language acquisition can provide invaluable 

indicators o f w hat potential universals may be o f relevance in the study o f
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adult language. N ote that, unlike the generativist appeal to innateness as 

the explanation for all non-accidental linguistic universals* this requires 

both that child language itself be investigated directly to see in what ways it 

differs from  adult language and that the results o f first language acquisition 

be interpreted carefully. For a cross-linguistic study o f first language 

acquisition, see Slobin (1985).
Sim ilarly, one could study the acquisition o f a second language, to see if  

any universals are m irrored in its acquisition process, especially in cases 
where those universals are not the subject o f  direct evidence in either the 

native language or the target language. Recent studies o f  acquisition o f 

relative clauses in English as a second language* for instance, suggest that 
students' order o f acquisition follows the hierarchy described in section 
7.3* even though English does not provide evidence for this differential 
accessibility (it allows relativization o f all positions on the hierarchy), and 
even in instances where the native language also fails to provide the rel

evant evidence (Gass* 1980). T h e  general relevance to each other o f 

language universals research and second language acquisition is explored 

further in the contributions to R utherford (1984).
A  final instance o f nascent language is the developm ent o f pidgins and 

creoles. A  pidgin is* at least in the initial stages, an auxiliary means o f 

com munication developed ad hoc by speakers o f different, m utually unin
telligible languages who are for whatever reasons brought together to form 

a single, separate com m unity. W ell-known examples are found in the South 
Pacific, originally on the basis o f indentured labourers from different 
islands being brought together to work on plantations, though pidgins 

must also have been a stage in the linguistic developm ent o f the Caribbean, 

where slaves speaking mutually unintelligible African languages were 
brought together. One characteristic o f a pidgin in this initial stage is its 

instability: different speakers use different structures* depending in part on 
their native language* so that an unstable pidgin by definition has no 

well-defined grammar; it also lacks native speakers. O ne possible develop

ment for such a pidgin is to become stabilized* as has happened with Tok 

Pisin in Papua N ew  Guinea: it remains (or rather, remained until recently) 

a non-native language for all its speakers but nonetheless became stabilized 

in its grammatical structure; this developm ent does not concern us here. 
T h e  developm ent that does concern us is when an unstable pidgin forms 

the linguistic input for first language acquisition for the next generation in 

the com munity who, on the basis o f  this unstable inpi c* m ust develop a 
stable first language; when a pidgin becomes a first language* it is thereafter 

referred to as a creole* as exemplified by the various Caribbean creoles such 

as Jamaican Creole. (Tok Pisin is also becom ing creolized, but since its 
structure had previously been stabilized, this kind o f developm ent is not
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relevant to present concerns.) It has been argued, most forcefully by 

Bickerton (e.g. 1981), that this is an important window onto language 

universals* especially if, as claimed by Bickerton, the same kinds o f 
structures arise again and again in creoles in different parts o f the world 
quite independently o f  the structures of the first languages o f those who 

created and spoke the preceding pidgin. U nfortunately, the issue has 
become extrem ely controversial, with other scholars arguing that the 
characteristic properties o f creoles do stem rather from  the native lan

guages o f the original pidgin speakers (the so-called substratum  theory), so 
that it is necessary to proceed w ith extreme caution in evaluating claims in 
this area; see, for instance, M uysken & Sm ith (1986). Nonetheless, it is 

clear that if any properties can be established that are common to all or 

m ost creoles and are not explainable in terms o f  substratum phenomena, 
then this w ould provide us w ith another source o f data to be considered in 

language universals research.

A ll in all, the approach to language universals and language typology 

advocated in the present book is exciting not only because o f  the wealth o f 
inform ation it provides on principles o f language structure, but also be
cause o f the wide range o f im plications for fruitful collaboration w ith a 

num ber o f  other disciplines, in particular those that study the context 
within w hich language structure functions.
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INDEX OF LANGUAGES

Languages and language faunilies given in italics within an entry are also to be found 
as separate entries in this index. Controversial genetic groupings are so described 
(e.g. as putative language families)» and no stand is taken on their validity.

African languages» 231 
Afroasiatic (language family of North 

Africa and Middle East; main bran
ches are Berber, Chadic, Cushitic, 
Egyptian* Omotic, Semitic), 11, 208 

Albanian (independent branch of Indo- 
Europeany spoken in Albania and 
adjacent areas; member of Balkan 
sprackbund) 

in Balkan sprachbund, 205-7 
passim

Algonquian (language family of eastern 
and Plains North America; includes 
Fox)

inverse forms, 129 
Amazon basin, languages of 

word order, fc, 35 
(see also Hixkaryana)

American Sign Language (first language 
in deaf commumtes of USA) 

anaphora» 230 
Amerind) putative stock comprising all 

native languages of the Americas 
except Eskimo-Aleut and Na-Dene; 
language families and languages cited 
here are Algonquiany Carib3 Músk- 
ogean (e.g. Chickasaw^ Quechua, Sal- 
iskan} Tanoan (e.g. Tiwa), Uto- 
Aztecan (e.g. Huichols Papago3 
Yurnan)) 11 

Amharic (Semitic language, offical lan
guage of Ethiopia) 

word order, 204, 208, 225 
Anatolian (extinct branch of Indo- 

Europcarty includes Hittite) 
Anglo-Saxon (West Germanic h*nguage>

ancestor of English) 
morphological typology, 203 
reflexive pronouns, 7> 17 
word order, 203 

Arabana (Australian language of north
ern South Australia) 

animacy and case marking, 130,189 
Arabic (Semitic language; includes 
Classical Arabic, the language of the 

Koran and basis of the modem writ
ten language, and also various, often 
mutually unintelligible, vernaculars 
in the Middle East and North Africa; 
one vernacular, Maltese, has achieved 
the social status of a separate lan
guage)

possessive construction, 223f3 225 
word order, 208 

Aramaic (Semitic language, dominant 
language of the Levant at the begin
ning of the Christian era, now reduced 
to a few pockets surrounded by 
Arabic)

and Yiddish, 209 
Arapesh (member of the Torricelli 

phylum within non-Austronesian lan
guages of New Guinea; spoken on 
coast of West Sepik District of Papua 
New Guinea) 

word order, 101 
Armenian (independent branch of Indo- 

European; includes Old Armenian, 
sifll used as a liturgical language, and 
two modem languages: East Arme
nian, centred on Soviet Armenia, and 
West Armenian, spoken by émigré
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communities from Turkey) 
word order, 97, 2I5Í 

Athapascan (language family of Alaska 
and adjacent areas, chough also 
indu dinig Navaho in the south
western USA; wider genetic relations, 
within the putative Na-Dene stock, are 
unclear)

Australian (language family including 
all or almost all the indigenous lan
guages of Australia; languages cited 
are Arabana_> Dyirbal, Gutnbainggir, 
Kalazv Lag aw Ya> Mbabaram, 
Rithamgu, Thargari, Walbiri> Wanggu- 
mara, WarungUt Yalarnnga, Yidiny), 
11

animacy and case marking, i3ûf, 
137, 189, 198,200 

lack of adpositions, 91, T03 
relative clause, 54, 63 

Austric (putative stock including Aus- 
tronesian and Austro-Asiatic, the 
latter comprising Munda and Mon- 
Khmer), 11 

Austronesian (language family spread 
from South-East Asia to Easter 
Island, also Madagascar; branches 
include West Indonesian, Philippine, 
Polynesian', perhaps to be included in 
Austric)

animacy and morphology, 190 
relative clause, 157

Balkan sprachbund (includes Albanian, 
Bulgarian, Modern Greek> Macedon
ian, Romanian, though :some Balkan 
features spread further, e.g. to Serbo- 
Croatian) , 204-8,225 

ease, 206
definite article postposed, 206 
loss of infinitive, 206 

Baltic (branch of Indo-European, often 
grouped together with Slavofiic as 
Balio-Slavonic branch; modem lan
guages are Lithuanian and Latvian, 
spoken in Soviet Lithuania and Latvia 
respectively)

word order and case, 215 
Bambara (member of Mande branch of 

Niger-Congo; spoken in Senegal, Mali,

Upper Volca)
relative clause, 145-7 passim, 164 

Bantu (sub-branch of Niger-Congo, 
covering most of eastern, central, and 
southern Africa; includes Kitiyar- 
wanda, Swahili)

agglutinating morphology, 41 
and Ma’a, 209 
click consonants, 8,12 
tone, 41
word order, 218 

Basque (language isolate sípokén in 
northern Spain and south-western 
France) 

relative clause, 14if, 152, 163 
Bulgarian (South Slavonic language of 

Bulgaria; member of Balkan 
sprachbund)

in Balkan sprachbund, 205 passim 
Burmese (Sino-Tibetan language, domi

nant language of Burma) 
tone, 41 
word order, 41 

Burushaski (language isolate of northern 
Pakistan), 11 

Buryat (Mongolian language spoken 
around Lake Baykal) 

verb-agreement, 218

Carib (language family of northern 
South America; includes Hixkaryana) 

word order, 20 
Caucasian (putative language family 

spoken in and to the south of the Cau
casus mountains; four genetic groups 
can readily be established: South Cau
casian (or Kartvelian, including Geor
gian), North-West Caucasian, North- 
Central Caucasian (or Nakh, includ
ing Tsova-Tush)> and North-East 
Caucasian (or Daghestanian, e.g. 
Lak\ but genetic relations among 
them are unclear), 11 

subordination, 204 
Caucasian, North-East (language 

family, or perhaps branch of (North) 
Caucasian family, spoken in Dagh
estan, to the west of the Caspian Sea; 
includes Lak) 

animacy and case marking, 131
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word order* 103 
Celtic (branch o f Indo-European y some

times grouped with Italic as Italo- 
CeLtic; includes Welsh) 

word order, 213 
Chadic (branch of Afro-Asiatic in non- 

coastal West Africa; includes Hausa) 
Chickasaw (Muskogean language of the 

south-eastern USA), 
agentivity, 60, 84 

Chinese (member of Sim- Tibetan, 
spoken in China and by overseas 
Chinese; the major Chinese ‘dialects’ 
are often mutually unintelligible, and 
on structural grounds could be 
regarded as separate languages, e.g. 
Mandarin Chinese)

Chinese, Mandarin (most widely spoken 
Chinese ‘dialect’, originally in north
ern China, but now the basis of the 
standard language throughout 
China), 55 

animacy and morphology, 190 
special questions, 64 
word order, 19t', 31 

Chukchi (member of Chutotko- 
Kamchatkan family of north-eastern 
Siberia; wider genetic affiliations un
certain, though proposals include 
Eskimo-Aleui and Uralic) 

animacy and morphology, i89f, 
191 f, i ^ f ,  200 

coordination, 113, 114 
ergative, I04f, 111 
incorporation, 45f, 47, 55 
nominative-accusative and erga- 

tive-absolutive syntax, n s f ,  120, 
123

Cushitic (branch of Afroasiatic spoken in 
the Horn of Africa; includes Ma'a3 
Somali) 

word order, 204, 208 
Czech (West Slavonic languages spoken 

in western Czechoslovakia) 
relative clause, 150

Daghcatan (sec Caucasian, North-East) 
Diegueno (Yunam language of the 

California-Mexico border) 
relative clause, 145^ 147, 164

Dravidian (language family of southern 
India; includes Kannada, Tamil), 11 

word order, 216 
Dyirbal (Australian language of north

eastern Queensland) 
animacy and case marking, 130, 

131, 189 
coordination, 112, i i4 f  
ergative syntax, 74, ii2 f, 118, 120, 

123
free word order, 88 
imperative, 117

Easter Island (or Rapanui; Polynesian 
language spoken on Easter Island in 
the south-east Pacific), 55 

English (West Germanic language, orig
inally centred on England and 
southern Scotland, now dominant in 
British Isles, USA, Canada, Austra
lia, New Zealand; see also Jamaican 
Creole, Tok Pisin) 

animacy and morphology, 187,191, 
194

as basis for universals research, 165, 
227f

causative, i65f, 167-74 passim 
colour terms, 36f 
coordination, 73, 111-15 passim 
definiteness, 128,130,134-6 passim 
dependent-marking, 53, 227 
focus and topic, 63f, 64 
grammatical relations, 65, 66f 
imperative, 117 
lexical item dog y 18 
morphology, 19, 43, 48-50 passimy

105, 132, 203,214 
passive, 14, 16, 75, 79, n4> 117 
phonology, 15,39 
reflexive pronouns, 6f, 17 
relative clause, i9f, 26f, 31,138-41, 

142-4 passim, 147-52 passimy 
I55f> i 57 j 161-3 passim, 231 

semantic roles, 5Sf, 6i> 111 
sentence structure, 57, 74-7, 77-84 

passim, 85,120 
subject, 105
word order, 8, 87-92 passim, 98, 

145,203,209, 213 
Yiddish loan morphology, 210
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Eshtehardi (North-West Iranian 
dialect— not a dialect of Persian.—  
spoken near Qazvin in north-western 
Iran)

animacy and verb-agreement, i93f, 
200, 219

Eskimo (branch of Eskmo-AUuu and 
properly a group of languages not all 
of which are mutually intelligible; 
main division is into Inupiaq ana 
Yupik Eskimo, the latter including 
Siberia# Yupik Eskimo)

Eskimo, Siberian Yupik (Eskimo lan
guage spoken on north-eastern tip of 
Siberia and on St Lawrence Island, 
Alaska, Ln the Bering Strait), 

polysynthesis, 45U 47y 55 
Eskimo-Aleut (language family orig

inally centred on Alaska, now also 
spread across northern Canada, 
Greenland, and north-eastern tip of 
Siberia; wider affiliations uncertain, 
perhaps with Chukotko-Kamchat- 
kan (including Chukchi) > Uralic; two 
branches are Eskimo and the single 
language Aleut)

Estonian (Uralic language spoken in 
Soviet Estonia) 

adpositions, 91
morphological typology, 5of, 55, 

« 7
Eurasiatic (putative stock including 

Uralo-Altaic, Chukotko-Kamchatkan 
(including Chukchi), Eskimo-Aîeuîy 
and perhaps other families), 11 

European languages 
relative clause, 149

Finnish (Uralic language, dominant and 
co-official language of Finland) 

animacy, 188,191 
causative, 180
morphological typology, 5of, 55 
origin of morphemes, 217 
partitive object, 127 
word order in comparative, 91 

Fox (Algonquian language, originally 
spoken to the west of Lake Michigan, 
now relocated further south, e.g. 
Oklahoma)

inverse forms, 129,137 
French (Romance language, originally 

centred on northern France, now 
dominant throughout France, south
ern Belgium, parts of Switzerland, 
Quebec) 

causative, 61, i69f, I79f, 181 
morphological typology, 48,214 
phonology, 36 
reflexive pronouns, 7 ,17  
semantic roles, 6 i, 84 
word order, 89,90 

Frisian (West Germanic language 
spoken, in divergent dialects, in the 
Dutch province of Friesland, the 
North Frisian Islands, and enclaves 
on the German coast)

Frisian, North (dialect of Frisian) 
relative clause, 157

Ge’ez (or Ethiopie; extinct Semitic lan
guage of Ethiopia, where it is still used 
as a liturgical language) 

word order, 208, 225 
Geg (dialect of Albania)
Georgian (South Caucasian language of 

Soviet Georgia) 
animacy and verb-agreement, 190 
causative, 171 

German (West Germanic language of 
Germany, Austria, parts o f Switzer
land; historically, High German and 
Low German were separate lan
guages, but Low German now has the 
status of a set of regional dialects of 
German; dialects of German are not 
always mutually intelligible, though a 
single written standard is used; see 
also Yiddish, Zürich German) 

morphology, 214 
phonology, 39 
sentence structure, 85 
word order, 89 

German, Zürich (German dialect spoken 
in Zürich, Switzerland; not mutually 
intelligible with standard German) 

relative clause, 141,163 
Germanic (branch of Indo-European 

spoken in north-western Europe, tra
ditionally divided into three groups:
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East Germanic (extinct, e.g. Gothic)* 
West Germanic (includes Dutch, 
English, Frisian, German), North Ger
manic (Scandinavian languages in the 
wide sense* including Icelandic) 

word order> 215 
Greek (independent branch of Indo- 

European, with some three and a half 
millennia of textual attestation; major 
chronological stages are Ancient 
Greek, Byzantine Greek, Modern 
Greek; the modem language is a 
member of the Balkan sprachbund) 

Greek, Ancient
animacy and verb agreement, 190 
relative clause, 153,154,164 
word order, 215 

Greek, Modem
in Balkán sprachbund, 205-8 pasnm 

Gumbainggir (Australian language 
spoken on the north-eastern coast of 
New South Wales) 

animacy and case marking., 189

Hanunoo (Philippine language spoken on 
Mindoro) 

colour terms, 3őf, 55 
Haniai, head-/dependeat-marking> 53 
Hausa (Ghadic language; dominant in 

northern Nigeria* though also wide
spread in adjacent areas) 

relative clause, 151 
Hawaiian (indigenous Polynesian lan

guage of Hawaii) 
phonology, 39 

Hebrew ( Semitic language of the ancient 
Jews in Palestine, now revived as the 
spoken and official language o f Israel) 

and Yiddish* 209 
relative clause, 154,164 }

Hindi (Indie language of north-central 
India, also widely used as a lingua 
franca, and the official language of 
India; Urdu, the official language of 
Pakistan, and Hindi are essentially 
different forms of the same language, 
Urdu being strongly influenced by 
Arabic and Persian  ̂Hindi by Sanskrit) 

animate/definite direct object, 133* 
186, 189

causative, 184 
relati ve clause, 146 

Hittite (extinct Anatolian language, 
spoken in Asia Minor in the second 
millennium BC) 

word order, 215 
Hixkaryana (Carib language spoken on 

the Nhamundá River in northern 
Brazil), 29 

word order (OVS), 18-20 passim, 
31, 88, 95, 103 

Hua (member of the East New Guinea 
Highlands phylum within the non- 
Austronesian languages of New 
Guineái spoken in the Bastem High
lands of Papua New Guinea) 

ergative, 130, 137 
Huichol (Uto-Axtecan language of the 

Sierra Madre Oriental, Mtxico) 
grammatical relations). 68-70, 79 
word order, 85 

Hungarian ( Uralic language of Hungary 
and adjacent areas)

causative, 174, 180, 182-4 passim 
focus, 63, 85 
head-marking* fp2f 
morphological typology, 49, 217 
phonology, 39 
relative clause, 162

I hero-Caucasian (see Caucasian)
Igbo (member of Kwa branch of Niger- 

Congo; spoken in south-eastern 
Nigeria) 

loan in Jamaican Creole, 228 
I jo (member of Kwa branch of Niger- 

Congo; spoken in south-eastern 
Nigeria)

word oirder and case, 214 
Imbabura (see Quechuas Imbabura) 
Indie (or Indo-Aryan; branch of Indo- 

with Iranian as Indo-Iranian; spoken 
in northern India, Pakistan, Bangla 
Desh, Sri Lanka; includes Hindi> 
Sanskrit).

WORDorder, 2i5f
Indo-Buropean (language family, 

including most languages of Europe, 
also Iran, Afghanistan, northern
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Indian sub-continent; main extant 
branches are AlbanianArmenian, 
Baltic y Celtic, Germanic, Greek, Indie, 
Iranian, Italics Slavonic; extinct bran
ches include Anatolian), n ,  229 

and Balkan sprachbund, 205, 206 
gender and sex, 197 
head-/dependent-marking, 53 
word order, 21x-i6 passim 

Indonesian» West (branch of Aus- 
tronesian; spoken in Indonesia west of 
Sulawesi, MaLaysia and some other 
mainland areas, Madagascar; includes 
Malagasy> Malay) 

relative clause, 157^ 160 
voice> 160 

Indo-Pacific (putative stock including 
the non-Austronesian Languages of 
New Guinea and Andamanese), 11 

Iranian (branch of Indo-European> usu
a lly  grouped with Indie as Indo- 
Iranian; modern languages are spoken 
in Iran, Afghanistan, parts of Iraq, 
Pakistan, Turkey, parts of the Soviet 
Caucasus and Soviet Central Asia, 
and include Eshtehardis Persian, 
Roshani) 

case marking, 125 
word order, 2i$f 

Italian (Romance language of Italy) 
pro-drop, 54 

Italic (branch of Indo-European, some
times grouped together with Celtic as 
Italo-Celtic; consisted originally of 
several languages spoken in the Italian 
peninsula, all subsequently displaced 
by one Italic language, Larin).

Jamaican Creole (English-based creok of 
Jamaica,with similar creoles spoken in 
other English-speaking parts of the 
Caribbean), 231 

pronouns) 228 
Japanese (dominant and official lan

guage of Japan; clearly related geneti
cally to the Ryukyu an languages, but 
wider genetic affiliations, e.g. to 
Korean or (Uralo-) Altaic, remain con
troversial, 55 

agentivity, 60, 84

case, 124
causative, 60, 170,182-4 passim 
morphology and syntax, 85 
personal pronouns, 32 
topic, 64, 85
word order, 8 ,2 1,9 1,2 14 ,2 17

Kala Lagaw Ya (or Western Torres 
Strait Language; Australian language 
spoken on islands in the Torres Strait, 
between the Queensland and New 
Guinea coasts) 

animacy and case marking, 131 
morphology and syntax, 72, 85 

Kannada (Dravidian language spoken in 
southern India) 

agentivity, 60, 84 
causative, 60, 182, 184 

Ket (or Yenisey Ostyák; language isolate 
spoken on the River Yenisey in west
ern Siberia), 11 

Khalkha (dialect of Mongolian)
Khoisan (language family now spoken 

mainly in south-western Africa, 
though individual languages are 
found as far away as Tanzania), x 1 

click consonants, 8,12 
Kinyarwanda (Bantu language of 

Rwanda and adjacent areas) 
relative clause, 157, I59f, 164 
voice, i$9f 

Korean (spoken and official language of 
Korea; genetic affiliations, e.g. 10 Jap
anese or (Uralo-) Altaic  ̂ remain 
unclear)

relative clause, 151-3 passim* 164 
Kpelle (member of Mande branch of 

Niger-Congo, spoken in Liberia and 
Guinea) 

word order, 89, 103

Lak (North-East Caucasian language 
spoken in Daghestan) 

animacy and case marking, 131 
semantic roles, 61, 84 

Latin (extinct Italic language which, 
with the spread of the Roman Empire, 
displaced the other languages of Italy 
and much of southern Europe; ances
tor of the Romance languages), 71
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gender and sex, 187 
hcad-/depen dent-marking, 53 
morphology, 71 
passive* 16 
relative clause, 153 
word order, 218 

Latin, Vulgar (late colloquial form of 
Latin and ancestor of the Romance lan
guages)

and Balkan sprachbund, 207f 
Lithuanian (Baltic language spoken in 

Soviet Lithuania) 
word order, 213 
word order and case, 215

Ma’a (or Mbugu; Cushitic language of 
north-eastern Tanzania)

Bantu loan morphology, 209, 225 
Macedonian (South Slavonic language 

spoken in south-eastern Yugoslavia 
and adjacent parts of Bulgaria and 
Greece; member of the Balkan 
sprachbund)

in Balkan sprachbund, 205 
Malagasy (West Indonesian language of 

Madagascar)
relative clause, 156,159,160 
voice, 159-61 passim 
word order (VOS), 20, 31, 87, 103 

Malay (or Bahasa Malsiysia, Bahasa 
Indonesia; West Indonesian language, 
originally of the Malayan coast, but 
now widespread as a first language and 
more so as a second language in 
Malaysia and Indonesia) 

phonolgoy, 39
relative clause, 90, 157-66 passim, 

163, 164 
voice, 160 
word order, 8 

Maltese (Semitic language, developed 
from North African vernacular 
A rabies indigenous and oo-o:fficial! lan
guage of Malta) 

possessive construction, 219-25 
Mandarin (see Chinese, Mandarin) 
Mbabaram (Australian language of 

nonh-eastem Queensland) 
lexical item dog, 18, 31 

Mojave (Yuman language of the,

‘California-Arizona border) 
case marking, 126,136 

Mongolian (language family, often con
sidered branch of (Uralo-)Ahaic'y 
includes Buryat, Mongolian), 201 

subordination, 204 
word and morpheme order, 217f 

Mongolian (member of Mongoïian 
family; dominant languaige o f Mon
golia and widely spoken in adjacent 
parts of China; the prestige dialect ts 
Khalkha, also the basis of the standard 
language)

lack of verb agreement, 218 
Mongolian, Classical ( extin ct Mongolian 

language, still often used as a written 
language, especially by Mongolian- 
speakers in China) 

word order, 217

Na-Dene (putative language family of 
Alaska and adjacent areas, including 
the Athapascan family> Eyak, Haida, 
and Tlingit; the genetic relation of 
Athapaskan and Eyak is widely 
accepted, inclusion of Haida and 
Tlingit is controversial), 11 

Navaho (Athapascan language of the 
south-western USA) 

animacy and voice, 193,197,200 
New Guinea, non-Austronesian lan

guages of (internal and external 
genetic classification of these lan
guages is rudimentary, though a con
troversial Indo-Pacific stock lias been 
proposed including all these lan
guages, Tasmanian and Andamanese; 
includes Arapesh, Hua), 11 

Niger-Congo (Language family covering 
most of sub-Saharan Africa; grouped 
together with the Kordofanian lan
guages to give the Niger-Kordofanian 
stock; major divisions, with languages 
cited, are: Adamawa-Bastern, Benue- 
Congo (includes Bantu), Gur, Kwa 
(includes Igboy Ijo), Mande (includes 
Bambaray Kpelle), Wrest Atlantic 
(includes Wolof )) 

word order, 214, 225 
Niger-Kordofanian (stock comprising
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Niger-Congo and Kordofanian, the 
latter spoken in Kordofan3 Sudan)» i ï 

Nilo-Saharan (language-family spoken 
in an east-west belt across Africa to 
the north of Niger-Congo', includes 
Songhai), i l  

Nivkh (or Gilyak; language isolate 
spoken at the mouth of the River 
Amur and on Sakhalin Island in the 
Soviet Far East; wider genetic affilia
tions, e.g. within Eurasiaiicy remain 
unclear)

causative, I72f, 184 
resultative, I i 8 f ,  123

Old Church Slavonic (extinct South 
Slavonic language of Bulgaria- 
Macedonia, still used as the basis of 
the litrugical language of Orthodox 
Slavs), 205

Persian (South-West Iranian language; 
official language of Iran, of Soviet 
Tadzhikistan (as Tadzhik), and co- 
official language of Afghanistan (as 
Dari))

animacy and verb agreement, 190 
definitive direct object, t32f, 134-6 
relative clause, I39> I4 I> *47 »̂ *53> 

163
subordination, 203 
word order, 19, 91, 93> 96, 98,211 

Philippine (branch of Austronenan 
spoken in the Philippines; includes 
Hanunoo, Tagalog) 

subject, 120,123 
Polish (West Slavonic language of 

Poland)
animacy and case marking, 132, 

188, 196
Polynesian (branch of Austronesian 

spoken across Polynesia, including 
also New Zealand; includes Easter 
Island, Hawaiian, Tcmgan)

Portuguese (Romance language of Portu
gal and, by colonization, Brazil) 

clitic pronoun position, 218 
Proto-Indo-European (reconstructed 

common ancestor of the Indo- 
European languages)

word order, 210-16 passim> 226 
Pioto-Niger-Congo (reconstructed 

common ancestor of the Niger-Congo 
languages)

word order and case, 214 
Proto-Slavonic (reconstructed common 

ancestor of the Slavonic languages) 
animacy and case marking, 196 

Proto-World (putative common ances
tor of all human languaiges on the 
monogenesis (q.v.) hypothesis), 24

Quechua (widespread, as the result of 
Inca expansion, from southern 
Eucador to northern Chile, though 
centre on Peru, where it is a co-official 
language; genetic affiliations are, 
uncertain, though relation ship with 
Aymara seems most promising; indi
vidual ‘dialects’ are not always mutu
ally intelligible) 

word order, 97 
Quechua, Imbabura (variety of Quechua, 

spoken in Ecuador) 
relative clause, 146, 152, 162, 164

Ritharngu (Australian language of 
Arnhem Land)

animacy and ease marking, 131, 
137,196,200 

Romance (genetic group comprising all 
the descendants of (Vulgar) Latin, and 
thus a sub-branch of Italic; includes 
Frenchy Iialiatiy Poriuguesey Romanian  ̂
Spanish) 

and Balkan sprachbund, 205 
word order and clitic pronouns, 

213, 215, 218, 226 
Romanianl (Romance language spoken in 

Romania; member of the Balkan 
sprachbund)

in Balkan sprachbund, 205-8 passim 
Roshani (South-East Iranian Language 

spoken in the Pamirs, on both sides of 
the Soviet-Afghanistan border) 

case marking, 136 
Russian (east Slavonic language; centred 

on European Russia, but widespread 
as a first or second language through
out the USSR)
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animacy and case marking* 132, 
i88> 195,219  

animacy and other morphology, 
191

causative, 167, 16&, 172 
fusional morphology, 44f> 48-50 

passim
morphology and syntax, 7 if, 85 
numerals, 107-10, 123 
relative clause, I49f, 161 
sentence structure, 57, 77-84 
subordination, 204 
word order, 77-84 passing 88

Saibai (dialect of Kala Lagaw Ya) 
Salishan (language family of the north

western coast of North America) 
nasals* 31

Sanskrit (extinct Indie language of the 
Hindu epics and religious works,, still 
used as a liturgical and cultural lan
guage in India) 

causative, 178 
word order, 21$

Scandinavian (semi-genetic grouping of 
the languages Danish, Norwegian, 
and Swedish, corresponding to the 
extant North Germanic languages to 
the exclusion of the archaic Faeroese 
and Icelandic) 

tone, 202
Semitic (branch of Afroasiatic; include* 

AmhariCy Arabic„ Aramaic> Geyez, 
Hebrew, Maltese) 

word order, 208 
Serbo-Croatian (South Slavonic lan

guage, spoken in most of Yugoslavia 
except the north-west and south-east) 

and Balkan sprachbund, 205-8 
passim

animacy and case marking, 219 
clitics in second position, 22f, 31 
tone, 202

Sino- Tibetan (language family covering 
most of China and much of South- 
East Asia; includes Burmese, Chinese, 
Tangui), 11 

Slavonic (branch of Indo-European, 
often grouped with Baltic to give 
Balto-Slavonic^ compris«* three

groups: South Slavonic (e.g. Bul
gariany Macedonian, Old Church Slav
onic, Serbo-Croatian), East Slavonic 
(e.g, Russian), and West Slavonic (e.g. 
Czech, Polish)) 

and Balkan sprachbund> 205 
animacy and case marking, 132, 

186-9 passiM) 195, 196, 200, 219 
loan morphology in English and 

Yiddish, 210 
word order and case* 215 

Songhai (or Sonrai; Nilo-Saharan lan
guage spoken in Niger, Upper Volta, 
Mali, also northern Nigeria and 
Benin)

causative, 175, 184 
Spanish (Romance language spoken in 

most of Spain and, by colonization, 
most of America south of the t/SA 
except Brazil) 

direct object case marking* 134 
morphological typology, 48 
phonology, 39 

Swahili (Bantu language; native 
speakers concentrated on d:te coasts of 
Kenya and Tanzania, but widespread 
as a lingua franca throughout East 
Africa) 

causative, 168

Tagalog (Philippine language, centred on 
Manila, and co-official language of the 
Philippines) 

case, 124
relative clause, 148 
subject, 120-2, 123 

Tangut (extinct Sino-Tibetan language 
of north-western China)

animacy and verb agreement, 191,
200

Thargari (Australian language of west 
central Western Austr alia) 

animacy and case marking, 130, 189 
Tiwa, Southern (Tanoan language of 

Arizona and adjacent partis of Mexico) 
animacy and v oice, I92f, 200 

Tok Pisin (Englisk-bsszà pidgin of 
Papua, New Guinea), 231 

Tongan (Polynesian language of Tonga 
in the South Pacific)
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relative clause, 15^ 164 
Tosk (dialect of Albanian)
Tsova-Tush (North-Central Caucasian 

language> spoken in the north of 
Soviet Georgia) 

agentivity, 59, 60, 62, 84, 127, 187 
Tutigusic (language family of eastern 

Siberia; often considered a compo
nent of (Uralo-) Altaic )> 201 

subordination, 204 
Turkic (language family spoken from 

Asia Minor across Central Asia into 
Siberia, often considered a compo
nent of (Uralo-)Altaic; includes Tur
kish), 194 

subordination, 204 
word order, 97, 216 

Turkish (Turkic Language of Turkey) 
agglutinating morphology, 43^ 48» 

49f> 52
causative, 52, 167, 175-73 178-80, 

passimj 183 
definite direct object, 132,134-6 
head-/dependent-marking, 53 
phonology, 39
relative clause, i42f, 145, 152
subordination, 203f
word order, 87,9of, 145, 214, 2r 7

Uralic (language family of northern 
Europe and western Siberia; often 
considered component of (Uralo-) 
Altaic; includes Estonian, Finish> Hun
garian) > 201

subordination, 204 
word order, 97 

Uralo-AJtaic (putative language family, 
comprising Uralic and Altaic; Altaic is 
itself a putative language family com
prising Mongolian, Tungusic, Turkic> 
and perhaps Japanese and Korean; 
inclusion of still further languages 
gives the putative Eurastatic stock),
201

Vietnamese (spoken in Vietnam; now 
generally considered a member of 
Mon-Khmer (see Austric))

isolating morphology, 41, 43, 47f 
tone, 41

word order, 41 
Walbiri (Australian language of Central 

Australia)
relative clause, 144,, 163 

Wanggumara (Australian language of 
south-western Queensland)

tripartite ease marking, 125, 136, 
189

Warungu (Australian language of north
eastern Queensland)

animacy and case marking, 187 
Welsh (Celtic language; indigenous lan

guage of Wales in the British Isles) 
impersonal passive  ̂ 14 
morphology, 214 
word order, 87, 90, 91 

West Africa, languages of 
tone, 55

Wolof (Niger-Congo language of the 
West Atlantic branch; spoken in Sene
gal, the Gambia) 

causative, 183,184

Yaiamnga (Australian language of west 
central Queensland) 

lack of accusative, 189 
Yiddish (Germanic language of Ashkc- 

na2ic Jews; based on Central German 
diakcts, with considerable Hebrew- 
Aramaic lexical influence and subse
quently Slavonic influence; not mutu
ally intelligible with other forms of 
German)

Semitic and Slavonic loan mor
phology, 209, 210 

Yidiny (Australian language of north
eastern Queensland) 

animacy, 4if, 55, 189-91 passim, 
i96f, 200 

coordination, 73, 85, 114, 120 
morphology and syntax, 72-4, 85 

Yuman (language family of southern 
California^ Arizona, and adjacenc 
parts of Mexico; includes Diegueno, 
Mojave)

nominative in -c} 126, 136 
Yupik (see Eskimo* Siberian Yupik)

Zürich (see Germany Zürich)
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and relative clause, 13$, 158-60 
accessibility to relativization, 140-2* 

i 5 3 > 155-62. 177 
in simplex sentence, 155-60 
in subordinate clause, 161* 162, 163 
of possessor, see possessor 

accusative, 105, 111, 124, i8 if, 219; see 
also case, nominative, object, P 

marking animate P, 129-34 passim , 
186,188 

marking definite P, 130, 132-6 
acquisition and learning, 2-5 passim3 

229, 23of 
actor, 12if, 123
adjective order, 90, 98, 99, 103; see also 

word order 
adjunct, see operator 
adjunct-head, see operator-operand 
adposition, 91, 98, 107; see also word 

order 
and verb order, 20
as word order predictor, 100-2 passim 

affix  order, 87* 9 i3 94> 97i see also word 
order

and diachrony, 216-18 
agents 21, 58-60, passim, 94, 111, 120, 

121; see also A, control, semantic 
role, subject, valency 

agglutinating morphology, 41, 43^

45-51 passim* 55; see also morpho
logical typology 

analytic, see isolating 
anaphora, 230
animacy, 4if, 55, 62, 181, 185-200; see 

also agent, control, experiencer 
and case marking, 72, 73, 128-34 

passim, 188, 189, 198, 200, 228, 230 
and definiteness, 186, 219 
and morphological class, 188,190  ̂191 
and number, 187^ i89f, 194,199,228 
and verb agreement, 187, 190, i9 I_4> 

200, 219, 230 
answer, 62-5 passim, 72 
anti-causative, 168
antipassive, 4 if, 1 14f, 116,118,189,190 
areal linguistics, n f ,  158, 201, 204-10, 

230
attraction, in relative clause, i53f 
auxiliary order, 8, 21* 30, 9i> 97

benefactive, 67, 187; see also semantic 
role

biological classification, 40 
borrowing, 201, 203f, 213, see also areal 

linguistics 
o f morphology, 209f 

bound morpheme, diachronic origin of, 
216-18 passim

case, 16, 36, 413 57> 7°"4> 74-84 passim, 
85̂  124-37, 186; see also animacy, 
definiteness, grammatical relation, 
valency, and individual cases 

and syntax, 71-4, 105, H3f, 127 
case grammar, 58, 84 
case marking and word order typology,

213-15
category, 15,44^ 48, 106-10 
causation, i65f
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direct and indirect, 171, i72f 
causative» 312, 60, 65-84 

analytic, 167, 175 
formal typology3166-71 
intermediate morphological types, 

i6$f 
iterative, 167 
lexical 167* i68, i7 j f  
morphological, i67f, 172, 175-83 
morphological typology, 166-70, 

I72f, 182 
semantic classification, 171-4 

causee, 6of, 17t> 173^ 184
causer, 175
chopping transformation, i4of, 163 
clause, constituent order in* 34-6,87-90, 

I oof, IO I ; see also object-initial 
order, operand-operator, operator- 
operand, SVO order, verb-final 
order, verb-initial order, word 
order

click consonants, 8,10, 12 
clitic, 22f, 89, 150,2Í8 
colour terms, 36-8, 55,107 
comment, 64; see also pragmatic role, 

topic
comparative, 91, 94,98,164 
comparative linguistics, see diachrony, 

genetic affiliation, reconstruction 
compounding, 45 
concretness and animacy, 199 
consistency, typological, 98, 211-16 

passim j see also typological change, 
constraints on cross-language variation, 

6, 8 ,15f, 26f, 34> 943 102, 202 
constraints on grammer, 2-5 passim, 12, 

16, 21, 140-2, 1553 163 
contact, see areal linguistics, borrowing 
contrast, 64,82 
contrastive syntax, 74-84, 85 
control, 59“ó2 passim, 80,117f, 121,127, 

186fj see also agent, semantic role 
in causative, 60-2,. 171, I73f, 181-3 

coordination, 7 3 ,111-15 , X20 
copying transformation, I40f 
creole, 23i f
cross-language comparability, 66,133-5

data base, 1-5 passim* 5-12,20, 29f, 3of, 
86, 102,124,138, 1&5, 227-32

dative, 4if, i8r, 189; see also case, 
experiences recipient 

definiteness, 65, 121, 199; see also 
animacy

and case marking, 128-36 passing 198, 
228

hierarchy of, 134-6 
definition, io6f, 142-4; see also neces

sary and sufficient conditions, pro
totype 

multi-factor, 107,123 
dependent-marking* 5:2-4, 227 
deixis, person, 28f, 3if; see also person 
description, language, 11, 30, 31,229 
determiner order, 7f, 21, 30 
diachrony, 185^ 201-26, 230 

universals of, 2C>2f, 209f 
discourse, 28; see also explanation, prag

matic role 
distinctive feature, 15, 31 
distributional universal, 102 
drift, 203, 212-16 passim

equi-NP-deletion, 79ft see also indirect 
command

ergative, 104t 110-16, 116-19 passim,
123, 15Î, 194; see also case, gram
matical relation, subject, valency 

case, 59, 71, 72-4 passim, h i ,  125-7, 
i30f, 137,1X7,190 

discourse basis, 2 8 ,3 1  
semantic correlates, 123 
syntax, 73f, ii2-i6pawz»i, n8 f, 120, 

192,228
experience!, 58, 6if, 79, 83, 181; see also 

semanitic role, valency 
explanation, 1, 5, 13, 23-9, 93f, 125, 

I20fj 227-32 passim* 
external, 24-9
for diachronic change, 203,219,223-5 
functional, 25-29, 3 if, 53f, I26f, 128, 

155* 196, 227 
pragmatic 94, 116-22, 228f 
processing, see explanation, psycho

logical
psycholoigical, 21, 38, 55, 185; see also 

innateness, salience 
extended standard theory, 7f, 21

Final I Law, i4f
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flection, 45
focus, 63 f, 64^ 77, 78, 85; see also prag

matic role 
Philippine,, 12 if, 123 

force, natural, 58f, 79; see abo semantic 

role
formal u niversal is f , 29. 31 
fusion, index of 46-51 passim> 55 
fusional morphology, .43, 44^ 45“ 5i 

passim  ̂ 55

generative grammar, 1-5 passim* 7U I3> 
15, 16, 2if, 23,30, 58, 89,105,123 

generative phonology, 21 
generative semantics, 165, 173 
genetic affiliation, 10-12, 3of, 158, 20if 

unsuitability of typological evidence, 
20 i f

genitive, see possessive 
genitive-dative syncretism, 205f, 207f 
grammatical relation, 57, 58-62 passim, 

55-70, 63, 70-84 passim, 12if, 124; 
see also pragmatic role, semantic 
role, valency, and individual gram
matical relations. êspecially subject 

and relativization, 147,155-60 
in causative, 169, 175-81

head, see operand
in main clause of relative clause, I45f, 

1473 153-5 
in subordinate clause of relative 

clause, 47-53,153-62 
head-adjunct, see aperaptd-opeivtoT 
head-marking, 52-4, 227 
hierarchy

and causative, 176-81 passim 
and relativization, 156-60, 164, 231 
of animacy, 41, 128-36 passim* 185, 

191-99 passim 
of colour, 37, 38 
of definiteness, 132-6 passim 

historical linguistics* see diachrony, 
reconstruction 

holistic typology, 40-2 passim, 84, 86, 
93, 102, 103 

homogeneity of language, 9 
homonymy, 26

ideal type, 46, 95-9; see also consistency 
imperative, n 6 f, 120, 123., 228Í

implication, bilateral, 93,99 
implication universal, 6f, I7f, 19,24,31, 

343 37* 39f> S^f, 99-101 passim, 156, 
161

diachronic, 210, 225 
incorporation, 43,45 
indirect command, 118 
individuation, 1 9 9 ,200 
infinitive, loss of, 2o6f, 207 
infection, 44J:
information, given and new, 62, 65, 

I38f; see also pragmatic role 
innateness, 1-5 passim, 23, 25,29, 231 
instrument, 58f, 79, 157, I59f, 181; see 

also semantic role, valency 
instrumental, 181-3 passim* 184; see 

also case, valency 
invariance, morpheme, 413 42, 48-51 

passim 
inverse form, 129
isolating morphology, 41, 42f, 45-51 

passim
kin term and animacy, 187, i89f, 195

left-right inversion, 16 
locative, 4 if, 189; see also case

markedness, 21,29, i26f, 128!', 153,228 
medium, spoken or signed, 229f 
modifier ̂ see operator 
monosyllabic, 43
morpheme order, as basis for word order 

reconstruction, 216-18 
morphological typology, 40, 42-52, 55, 

166-70 
and diachrony, 202, 203 

Motivated Chômage Law, I4f 
movement transformation, 139-42,149, 

1633 227

nasalized vowels 18
necessary and sufficient conditions, 38, 

10 7 ,12 3 ,143 
neutral case marking, 72, 125,131 
nominative; set also A, case, S

case, 70-3 passim, 76, 78, h i ,  113,
124, 125-7 

(-accusative syntax) syntax, 71, 112, 
ii3 f, 115, i i 6- i 8? 120, 123, 228f 

number of languages, 9 
numerals, Russian, 107-10,123
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OV, see operator-operand 
object, 89, 97, 98; see also grammatical 

relation, P, valency 
direct, 66, 67,69f, 71, 83,89» 178,186 
indirect, 66f, 85, I04> 177* 178, i8 i, 

187; see also dative, experience^ 
recipient 

non- direct, 89 
oblique* 66» i79f 

object-initial order, 8, 10, i8 ,2of,3T,35, 
55, 853 88,92,103; see also operator- 
operand, word order 

object-to-aubjcct raising, 76, 81 
operand, 97f
operand-operator, 95- 1̂8, 99-100 

passim̂  21 1—16 passim; see also SVO 
order, verb-initial order, word 
order v_

operator, 9if
operator-operand, 95-8, 99-100 pa%sim> 

2 11-16 passim; set also object-initial 
order, verb-final order, word order

P, 70, 72, i n ,  112-23 passim, 124-37 
passim, 228; see also absolutive, 
accusative, grammatical relation, 
patient, valency 

parameter, 4, 54, 55 
partitive, 127 
passive; see also voice

and causative, I79f, 181, 184 
and grammatical relation, 67, 69, 7 if,

106, 114 ,12 if, 130, i59f 
and pragmatic role, 8if, 83 
and semantic role, 75 
impersoaal, i4f, 31 
typology, 14, 16, 21, 31» 36 

patient, 4HÎ, 43, 58f, 6if, 69f, h i ,  
120-2; jee also P, semantic role, 
valency 

permission, 171
person and ammacv, 193^ 195, 198 
pidgin, 23i f
poly synthesis, 43, 45f, 47-51 passim, 55 
portmanteau morph, 45,48 
possessive, 41, 52f; see also relative 

clause, word order 
and relativizatfon, 26, 142, 157, 161 
order, 90^98 
predicate3 219-25 

postposed article, 206

postposition, see adpositon 
pragmatic role, 57, 62-5, 65f, 84f, 124; 

see' aho contrast, focus, topic, 
valency 

predictor, see word order 
prefix, see aiflfix 
preposition, see adposition 
pro-drop, 54, 55
pronoun and animacy, 186, 187, i89f, 

T 95> T97f
proper name and animacy* 186, 187, 

H89f, I95f. I9 7 t 199 
protoíi-language, 212Í 
prototype, 37^ 55> 106-10 passim, h i ,  

143, x67f  
purpose, 94

question and word order, 62-5 passim, 
74, 78, 82, 88, 89 

recipent, 67, 69f, r£i, 192; see also 
dative, semantic role, valency 

reconstruction, 202f, 210-18, 225 
redundancy, 23, 31 
referent identification, 136 
reflecive pronouns, 6f, I7f, 28, 34 
relational grammer, 13-15, 21, 31, 66, 

67, 85, 123 
relative clause, 7, 10, 122, 138-64 

aquisition, 246 
adjoined, 144,146 
circumnominai3 146, 147 
correlative, 146 
definition, 142-4 
distribution of types, i48f, 163 
equi, 153, I54f 
gap, 147^148,15I_3> 163 
internal-head, 145^ 147 
non-finite, 116, I42f, 143^ 148 
non-reduction, 147, 148 
processing, and, 26-8 
pronoun-retention, 26f> 31, i4of, 

I47f, I48f, 15 ii C63 
relative-pronoun, I49f 
restrictive and non-restrictive, I38f, 

M3
types, 143-55 passim, 158, 164 
verb-coding, 160
word order types, i9f, 31* 90, 98, 

144-6, 148, 158 
restricting clause, 143,144 
resultative, n 8 f, 120, 123, 228
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role and reference grammar, 123

S, 70, 72, n o f, 112-23 passim, 124-37 
passimi see also grammatical rela
tion, subject, valency 

SVO order, 41,87,96,100,101,150,152 
see also operand-operator, word 
order

salience, 21, 31, 9 3 ,18 8 ,199 
sample, 5-12 passim, ;t8,20, 30 
segmemability, 48-51 passim 
semantic constraint on syntax, 79  ̂
semantic processing, 26^8 
semantic role, 57-62, 65ft 124, 187; see 

also control, valency, and individual 
semantic roles 

sex and animacy, 196 
sign language, 2,29f 
social distinction and animacy, 196 
sprachbund, 204-8 
stastistical universal, 23 
stock, language, 11 
structure-dependent, 16 ,22f 
subject, 54, 104-23, 219-25; see also 

ergative, grammatical relation, 
nominative, relational grammaT, 
valency, voice, word order 

accessibility to relativization, 26, 154, 
i56f, 159, i6 if 

case, 59ft 61, i04f 
definition, 13, 20, 31,66, 68f, 88 
optionality, 13-15* 106 
order, 35f> 55> 92, 94> 95> 9* 

aubject-to-object raising, 75ft 76, io s f 
subject-verb inversion and pro-drop, 54 
subordination, non-finite, 43, 203f 
substantive universals, 15,16, 31 
suffix, see affix 
suppletion, 48, 50,168,17° 
synonymy, 26
synthesis, index of, 46-51 passim, 55

tendency, universal, 19-23, 31, 33 
and reconstruction, 202,217 
of animacy, 187 
of causative, 175,182, 183 
of relativization, 158, r6o 
of word order, 8, 93, 94-̂ 9» 99”  102 

passim 
that-trace effects, 164

tone, 36, 41, 55,202f 
topic, 64, 77t', 84!, 119, 121, 186, I98f, 

200, 223-5; see also pragmatic role, 
subject, valency 

tripartite case marking, 72, I25f, i3of 
typological change, 51, 203f 
typological parameter, 12, 34-8 passimy 

38- 42> 152-4 
typological sketch, 55 
typology and universals, 33-8

undergoer, 12 i f

VO , see operand-operator 
VOS order, igf, 35,87^92,95» 103,156; 

see also verb-initial order, word 
order

valency, 57-85 passim
increase and decrease, 183 
semantic and causative, 174, 181-3, 

184
syntactic and causative, 174, 175-81, 

183, 184 
verb agreement; see also animacy 

diachronic origin, 216-8 
grammatical relations and, 68,69, 72, 

83f, io5f 
pro-drop, and, 54 

verb-final order, 8, 87, 95; see also 
operator-operand, word order 

and diachrony, 2i3f, 2 isf, 2l7f, 218 
as predictor, 19,96, 99,100, 101 
frequency, 10, 12 

verb-initial order, 87, 96; see also 
operand-operator, VOS order, 
word order 

as predictor, 53^ 93,96,100, io2f 
voice, ir4f, I59f, 192ft see also anti- 

passive, passive 
volition, 94
vowel, 17 ,18 ,19 , 35, 38 
vowel harmony, 50

word boundary, 47f 
word order, 13, i9f, 42* 86-103,211-18; 

see also valency> and individual word 
order parameters and types 

basic, 35f, 87-91 passim, I02f, 218 
change, 103, 203, 2o8f, 211-16,

216-18
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free* 35k 77-82 passim} 82-4 passim, 
88, 152, 214 

holistic type, 52, 95“ 9j 211-16 
parameter, 87-91
pragmatically determined, 63, 82; see 

also free word order

predictor, 93, 94,96, 99-102 
split, 93, 99-101 passim

X-bar syntax, 7f, 2if, 30

zero morph, 48
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